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1.  INTRODUCTION 

in this final report we present our work performed during 

the period June 8, 1979 to July 31, 1980 in the area of speech 

compression and synthesis. The reader is referred to the 

previous annual report [1] for work performed between April 6, 

1978 and June 7, 1979 under this contrpct. 

in Section 1.1 we give a very brief list of the major 

accomplishments in the past year. The reader is referred to the 

body of the report for details on these as well as other 

accomplishments. An outline of this report is given in Section 

1.2. in Section 1.3, we give a list of the presentations and 

publications for past year. The publications are included in the 

Appendix. 

1.1 Major Accomplishments 

^  romoleted the labelling of the diphone data base for 
a) phonemic synthesis.  The total number of dxphones is 

now 2733. 

Generalized the phonetic ^thesi%Pr°g/amw^ al^phone use  of  phonological  rules  combined  with  diphone 

improved the algorithms used by the phonetic synthesis 
prog?Im for gain normalization and time warping. 

b) Wrote program to interface the MITALK text-to-speech 
program to our diphone synthesis program. 

«MMMtof.fcMrtMiniM^MmaiV«^^^^ 
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c) Developed the Harmonic Deviations Vocoder for LPC 
analysis/synthesis. This new method models the speech 
spectrum more accurately by compensating for the 
spectral errors in the LPC spectrum at the pitch 
harmonics. 

d) Designed and implemented a phonetic recognition program 
that compares input speech to a network of diphone 
templates". This program produces a sequence of 
phonemes, durations and pitch values suitable for input 
to the phonetic synthesis program. An initial network 
has been constructed from the diphone template data 
base. The program also allows the user to augment the 
diphone network interactively. 

e) Implemented extended addressing in the BCPL compiler 
and our user programs under the KL-10 TOPS20-Release 4 

This allows data structures of up to 8 
words to be addressable by a single^ user 
This improvement enables the entire diphone 

monitor 
million 
process 
network to be "in core" at all times. 

f) Implemented and tested an embedded-code multirate 
adaptive transform coding system capable of operating 
at an arbitrary data rate in the range 2.5 to 9.6 kb/s. 

1.2 Outline 

In Section 2 we describe this year's work on the phonetic 

synthesis part of the very-low-rate (VLR) phonetic vocoder. Our 

initial design and implementation of the phonetic recognition 

part of the phonetic vocoder is discussed in Section 3. Section 

4 contains a description of our embedded-code multirate adaptive 

transform coding system. 

_    ..J 
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1.3  Presentations and Publications 

During the past year, we gave a number of oral presentations 

at the regular ARPA Network Speech Compression (NCC) Meetings. 

In addition, we made five presentations at conferences and had 

one paper publishec.  These were: 

a) M. Berouti and J. Makhoul, "An Adaptive-Transform 
Baseband Coder," Proceedings of the 97th Meeting of the 
Acoustical Society of America, paper MMJO, pp. 377-380, 
June, 1979. 

b) J. Makhoul, "A Fast Cosine Transform in One and Two 
Dimensions," IEEE Trans, on Acoustics, Speech and 
Signal Processing, Vol. ASSP-28, pp. 27-34, Feb. 1980. 

c) M. Berouti and J. Makhoul, "An Embedded-Code Multirate 
Speech Transform Coder," IEEE Int. Conf. on Acoustics, 
Speech and Signal Processing, Denver, CO, pp. 356-359, 
April 1980. 

d) R. Schwartz, J. Klovstad, J. Makhoul and J. Sorensen, 
"A Preliminary Design of a Phonetic Vocoder Based on a 
Diphone Model," IEEE Int. Conf. on Acoustics, Speech 
and Signal Processing, Denver, CO, pp. 32-35, April 
1980. 

e) J. Makhoul, R. Schwartz, J. Klovstad and J. Sorensen, 
"Phonetic Recognition and Synthesis in a Total 
Communication System," Presented at the Dallas 
Symposium on Voice-Interactive Systems, May 1980. 

Copies of papers a) - d) are given in the Appendix. 

   _   iiirffii'tefrir-wlmiiirfr  ■    ---^^ ^■I-^-  _  ....      _ _ __  
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2.  PHONETIC SYNTHESIS 

2.1  Introduction 

The phonetic synthesizer is one of the two essential 

components in our proposed very-low-rate (VLR) speech 

transmission system [2]. Operating at a data rate of about 100 

bits per second, the VLR vocoder models speech in terms of 

phoneme sized units. A block diagram of this system is shown in 

Figure 1. 

This figure shows that input speech undergoes analysis which 

results in a set of phonemes, phoneme durations and pitches.  A 

phoneme and its associated value of duration and pitch is called 

a "triplet".  Speech rates are typically about 12 phonemes per 

second, and since each triplet can be encoded into 8 bits, the 

data rate in the transmission channel is about 100 bits per 

second.  Once the triplets are decoded at the receiving end, a 

phonetic synthesizer reconstructs the original speech.   The 

phonetic synthesizer must have a stored speech data base to 

perform this resynthesis.  Furthermore, the analysis program must 

also have access to a data base of phonetically labeled speech. 

We have designed our phonetic vocoder such that both the analysis 

and synthesis programs can use essentially the same phonetic data 
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PHONEMES 
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ENCODING 
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FIG.  1.  Block Diagram of the VLR Vocoder 



Bolt Beranek and Newman Inc. 
Report No. 4414 

base.  Once a suitable data base has been created, the phcnetic 

synthesis program can produce speech.  The phonetic synthesis 

program: 

a) translates the input phoneme sequence into a diphone 

sequence; 

b) selects   the  most  appropriate  diphone  template 
(depending on the local phonetic context); 

r! MfnP-warns each of the diphone templates to produce a 
C HTn  track and 14 LAR parameter tracks of the speeded 

durations; 

d) smooths between adjacent warped diphone templates to 
minimize gain and spectral discontinuities; 

e) reconstructs  continuous  pitch  tracks  by  linear 
interpolation of the single pitch values given; 

f) determines the cutoff frequency and voicing using 
knowledge of the phoneme being synthesized, 

g) converts  resulting  LAR  parameter  tracks  to  LPC 
parameter tracks; 

h) uses the resulting sequence of ^'^f'jf^'^ 
cutoff frequency (specified every 10 ms) as input 
control an LPC speech synthesizer. 

2.2 Diphone Data Base 

In this section we briefly review what we mean by a 

"diphone", and then describe the efforts in labeling the data 

base and in developing a specification for diphone context. 

2.2.1 The Diphone Concept 

The phonetic synthesizer is designed around the concept of a 

iiililiiliiiiiil^ 
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"diphone". A diphone is defined as the region from the middle of 

one phoneme to the middle of an adjacent phoneme. As noted 

above, the synthesizer must be provided with a data base 

containing any diphone which would be needed to synthesize a 

given utterance. For example, synthesizing the word "fan" 

requires a total of four diphones: [- F] , [F AE] , [AEN] and 

[N _] (-_" represents "silence"). The synthesizer would locate 

templates for these diphones in its data base, perform the 

appropriate concatenation and time warping of stored spectral and 

durational parameters, and then synthesize output speech. The 

consequence of this method is that a fairly large number of 

diphone templates must be available to the synthesizer as a data 

base. In our vocoder system, these templates are extracted from 

nonsense utterances recorded by a single speaker in a quiet room. 

2.2.2 Labeling 

By labeling, we are referring to the task of marking 

phonetic boundary locations in the nonsense utterances. For 

example, consider the nonsense phrase "mee mee meera". This 

phrase contains several instances of the diphones [M IY] and 

[IY M], and one instance of the diphones [- M] and [M -]. Using 

our interactive software and display programs, a phonetician 

places labels at any or all of the phoneme boundary locations in 

ML^ I , , , , „ : , ^  
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this utterance. The speech information for diphones is then 

appropriately extracted from other files and placed together with 

all other diphones to form the data base. 

A large effort was invested this year in hand-labeling this 

diphone data base. The initial labeling was completed about half 

way through the year, and since that time we have added some new 

diphones as well as eliminated a few unnecessary ones. At 

present, the data base contains 2733 diphones. 

We recently completed the addition of about 50 diphones 

containing flapped "t" (as in "butter") in various vowel 

contexts. There are likely to be a few more minor additions to 

the data base as we encounter diphones in particular phonetic 

contexts. Appendix A gives a classification of the data base and 

Appendix B contains an exhaustive list of the 2733 diphones. 

2.2.3 Specification of Context 

The data base and the phonetic vocoder system are designed 

so that it is possible to specify explicitly the immediate 

phonetic context of the diphones. Consider the two phrases "gray 

train" and "great rain". There is considerable variation in the 

/t/ in these two cases; in particular, the aspiration following 

the /t/ release is longer when it is found in the /tr/ consonant 
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cluster and its burst frequencies are much lower. As a result, 

we must have two [T R] diphones in the data base; one where the 

/tr/ is part of a consonant cluster and another where the A/ and 

A/ are separated by a syllable boundary. In the case of the 

intervening boundary, the diphone is designated as [T#R], and in 

the consonant cluster as [T R]. 

The phonatic vocoder also «kes use of imoUclt oontext.  By 

judloious ohoioe of the Ihventory of phoneys, we can In seme 

cases eliminate the need to specify explicit context.   For 

example, most phonetic transcniptions of the word "here" contain 

the phone.es /h/, /V, and either /r/ or an r-colored schwa 

„owel.  in our vocoder, the transcription is (HI followed by the 

vowel [IR1.  The fact that the /i/ occurs in the context of a 

following /r/ is therefore taken into account simply by calling 

/!/ followed by /r/ a separate phoneme, rather than by labeling 

the ,U   as having occurred in the context of a following A/. 

The phonetic inventory also contains four other r-colored vowels 

(e.g.,  as   in  there,   far,  poor,  and  four,  written 

[EYR, AR,  OR, OR).  "or", respect  el  . 

2.2.4 Rule-Based Synthesis 

There are occasions when it is advantageous to synthesize 

particular phonemes by rule rather than by storing and recalling 
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parameters of real speech in the data base. One such case is the 

glottal scop phoneme, as in between the two words "three eagles". 

The major acoustic manifestation of the glottal stop is a sudden 

drop followed by a oradual rise in both pitch and energy. We 

have implemented such a rule in the synthesizer, which eliminates 

the need to have diphones containing glottal stops in the data 

base. 

Another rule which was recently implemented was to lower the 

energy during the phoneme "silence" to a low level. We found low 

level noise existing in our "synthetic silence", and since it was 

supposed to be silent, the obvious solution was to force it to be 

so. Both of these rules have been tested and are well received 

by listeners. 

2.3 Diphone Testing 

In order to test both the synthesizer and its data base of 

diphones, we have carried out a process of testing and 

evaluation. Two basic methods are used. The first is to 

generate nonsense utterances from a set of rules contained in the 

synthesis program. The second is to synthesize a complete 

sentence by inputing a phonetic transcription of an actual 

sentence, and then comparing the synthetic output to the original 

10 
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utterance.  These methods of testing are described below. 

2.3.1 Automatic Sequence Generation 

As described in QPR #5 [3], one of the automatic sequence 

generators in the synthesizer produces nonsense utterances of the 

form: 

CVC - VCV - CVCVCV, 

where C and V are a given vowel and consonant. Once a vowel is 

specified, the program synthesizes the utterance with all 

possible consonants in place of C. These utterances are 

subsequently played back for evaluation by listeners. In this 

manner, we can test any vowel-consonant or consonant-vowel 

diphone contained in the data base. 

Testing  consonant-consonant diphones  is  accomplished by 

generating sequences of the form: 

clvc2 clvc2- 

For a given consonant ^   and vowel V, all possible consonants C2 

are used to generate a group of utterances.  The synthesizer also 

allows a phoneme  sequence  to be  typed  in directly from a 

keyboard, if a specific phoneme string is desired. 

These sequence generators and the option for keyboard input 

allow us to test the diphones in an exhaustive fashion.  We have 

11 
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completed the testing of the con.onant-consona.nt diphones, and 

„ave begun testing the consonant-vowel diphones. This testing 

has allowed us to isolate sevetal progra. bugs in the diphone 

conoatenation and intetpolatior. routines (See below) . 

2.3.2 Complete Sentences 

The synthesis of complete sentences involves sending the 

phonetic transcription of a particular sentence <in the form of 

triplets, each comprising a phoneme, a duration and a pitch 

iue, to the synthesizer, and listening to the resultant speech, 

t thirty sentences have been synthesized with this method of 
va 

Abou 

input 

2.3.3 Debugging 

Since exhaustive testing of the diphones began about the 

.iddle of the contract year, we have been able tc uncover and 

correct a number of program bugs in the synthesizer. «ter much 

searching, we recently found the cause of sudden pops at 

unvoiced-voiced boundaries, especially in the case of strident 

energy in the unvoiced region.  Briefly, one of the programs that 

...tracts the waveform parameters that are compiled into the data 

• „ in^rrectlv at the boundary between unvoiced base was performing incorrectly ar 

m OPR »7 [71, we mentioned we had tried to 
and voiced segments.  In QPR »' i'i> 

12 
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solve this problem by relabeling the utterances which contain 

these diphones, but the newer solution is clearly the correct 

one. A number of errors have also been corrected in the diphone 

concatenation routines, which have resulted in a more acceptable 

sounding synthetic speech output. 

At  the present  time  the synthetic speech sounds quite 

natural.  As the synthesizer is used in the phonetic vocoder we 

will  occas ionally  find  and  solve  m: 
inor  problems  with  the 

synthesis to further improve the quality. 

2.3.4  Algorithm Refinements 

Gain Normalization 

Rs „as mentioned In QPR No. 3 [4] and In the last Ann.al 

Report  [1!,  each group of recorded diphone utterances has 

associated with it two normalization utterances.  The synthesizer 

interpolates between the  levels  in these two normalization 

utterances to compute a normalization level for each diphone 

utterance.   The synthesizer has been changed to use this 

normalization level to set the level of each diphone template. 

That is, the synthesizer amplifies those diphones with a lower 

normalization level under the assumption that the speaker was 

talking at a lower overall level for those diphones. 

13 
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We have mainly been testing the diphones by synthesizing 

sense sentences. However, the complete sentences that we 

synthesized seemed to have no problems with inappropriate levels 

similar to the problems we had experienced before. 

Time Warping 

Two changes were made to the time warping algorithm in the 

synthesis  program.   As  discussed  in  the various QPRs,  the 

time-warping algorithm treats the diphone template as being made 

up of elastic and relatively inelastic regions.  For example, the 

region  of  the  diphone  template  immediately  surrounding  the 

phoneme boundary is not changed by as much as the middle region 

f the phoneme.   The formula that had been used previously 

resulted in unreasonable time warping when the diphone template 

was many times longer than the desired phonemes.  Consequently, 

the formula for the time warping factor during the inelastic 

region has been changed. 

Figure 3 shows the formula for the stretch factor during the 

inelastic region as a function of the stretch factor during the 

elastic region. The stretch factor is a number that when 

multiplied by the template duration gives the resulting duration. 

So if the stretch factor is 2 during the elastic region, tha^ 

region is stretched to twice its original length.  As can be seen 

o 
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FIG.  2.  New Two-Region Formula for Non-Linear Time Warping 

in the figure, when the stretch factor in the elastic region is 

greater than 1 (i.e. the template must be stretched to match the 

required duration) the inelastic region stretch factor is closer 

to 1.  The formula in this region is 

Fel <: 

stretch factors in the elastic and 

Spinel = SFel ^ + B 

where SFel and SFinel are the s1 
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inelastic regions respectively, and where B is a program variable 

with a value around 0.9.  For example, if SFel=2 and B=0.9, then 

SFinel381-1- 

If the stretch factor is less than 1, then the formula is a 

quadratic: 

SFinel =-B SFel+ ,1+B, SFel 

This particular quadratic Is used because its derivative is the 

same as that in the previous formula at the boundary (SFel=.l) . 

The program is given the durations of the elastic and 

inelastic regions in each half of the template (each half of the 

template corresponds to half of one phoneme) and the required 

total duration for that half of the phoneme in the synthesized 

speech. It then solves for the stretch factors using the two 

formulae given above. We have found that this new procedure has 

resulted in the elimination of see of the unnatural transitions 

that were present previously. 

A second change to the time warping formula involved the 

effect of speaking rate on the pronunciation of the diphones. We 

had previously made the assumption that the effect of speaking 

rate on time-warping of each phoneme was symmetric about the 

middle of the phoneme.   We have observed,  however,  another 

16 
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effect. In very slow speech, there tends to be a relatively fast 

attack for each phoneme and a slower decay. Fig. 4 shows a 

typical energy track for a vowel spoken at two different rates. 

(a) 

(b) 

FIG.  3.  NON-SYMMETRIC TIME WARPING.  a) Shows a typical  energy 
track for two halves of a long vowel phoneme 
reconstructed from two diphone templates.  The dotted 
line indicates where the templates meet (corresponding 
to the middles of the phonemes in the nonsense 
utterances).  b) Shows a typical energy track for a 
shorter vowel phoneme.  The middle of the vowel in (a) 
is mapped (dotted line) to a point after the middle m 
(b) to produce the desired change in the shape of the 
contour. 

As can be seen, the longer version decays more slowly (even after 

accounting for the overall duration change) tnan does the shorter 
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version.   Though not shown here, the spectral parameters also 

exhibit the same non-symmetric time warping characteristics. 

The solution in the time warping algorithm has been to map 

the middle of a long phoneme (the ends of two diphone templates) 

to a point after the middle of the required phoneme. Thus, if 

Fig. 4a shows the energy track as reconstructed by concatenating 

two diphone templates, then when shortening this phoneme to the 

desired phoneme duration shown in Fig. 4b, the shape of the 

contour on the right side is changed by mapping the template onto 

the phoneme asymmetrically. This mapping (indicated by the 

dotted line connecting the two energy tracks in Fig. 4) should 

result in more appropriate pronunciation over a wider range of 

speaking rates. We have not yet fully tested this new feature. 

Transmitted Gain Values 

In the original design of the phonetic vocoder, intonation 

was conveyed by the duration and pitch values. We have found 

that, occasionally, these are not sufficient; often, the level of 

energy is inappropriate. The problem is distinct from the gain 

normalization discussed above, which is intended primarily to 

adjust for the speaking level at the time of recording. 

We have added the capability to transmit with each phoneme 

(or alternatively, with each vowel) an adjustment to the gain in 

18 
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the diphone templates. This adjustment is currently a one bit 

code specifying whether the input phoneme is closer to "normal" 

loudness, or reduced in level somewhat (by 5 dB). The number of 

levels and the magnitudes of the adjustments in the program are 

easily modified. Using a one bit gain adjustment for each vowel 

would add only 4-5 bits/second to the transmission rate, but is 

likely to improve the perception of intonation. We have not yet 

had a chance to measure the improvement in quality due to this 

addition. 

2.4 Text-to-Speech 

During  this year we interfaced the MITALK unrestricted 

text-to-speech system to the diphone synthesizer.   Input to 

MITALK  is a typed text string,  and  its final output is a 

digitized  speech  waveform.   MITALK  exists  as  a  number  of 

different programs that ar ' executed one at a time in sequence, 

with communication between proaram modules occurring via ordinary 

text files.   Thus it is possible to examine the intermediate 

output of the system at any point during processing.  The last 

program in the sequence is a synthesis-by-rule module which 

accepts input in the form of phonemes, durations, pitch, and 

stress levels.  This input is similar to the input required by 

our diphone synthesizer. 
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The major task involved was then to convert the MITALK 

string of phonemes, durations, pitches and stress values into a 

form compatible with our synthesizer. There are differences in 

phoneme names, location of phoneme boundaries, scalinc, of 

durations and pitches, and specification of certain phonemes in 

certain contexts.  (For details see 0PR7). 

2.5 Harmonic Deviations 

As outlined in the proposal, we started to investigate the 

feasibility of improving the spectral representation for LPC 

synthesis by the inclusion of the deviation of each spectral 

harmonic from the smooth LPC spectral model. In order to test 

out the principle of harmonic deviations we used it In an 

analysis-synthesis (vocoder, environment.  This work is described 

in detail in QPR No. 5 [3] 

The basic idea used in the Harmonic Deviations Vocoder (HDV) 

is as follows.  The transmitter extracts from the speech signal 

n,a narampters of a smooth speech and sends to the receiver the parameters 

spectral envelope model as well as the deviation at each harmonic 

frequency between the speech spectrum and the spectral envelope 

model.  The receiver generates a pitch-period of the excitation 

signal from a fixed frequency-dependent harmonic phase spectrum 

20 
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and the harmonic amplitude spectrum computed from the transmitted 

deviations. The excitation signal is in turn applied to the 

filter corresponding to the spectral envelope model to produce 

the output speech. 

As part of our phonetic synthesis project we have developed 

a  floating-point  non-real-time  simulation  of  an  analysis- 

synthesis  system  that  uses  harmonic  deviations.    In  this 

simulation, we do not quantize LPC parameters, and we employ the 

first 15 harmonic deviations.  We extract the harmonic deviations 

from the 10-kHz sampled speech once every 10 ms.  Our preliminary 

experiments have shown that the addition or harmonic deviations 

to the LPC synthesis significantly increases the naturalness and 

fullness of the synthesized speech while reducing the buzzy 

quality. 
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3.  PHONETIC RECOGNITION 

As shown in Figure 1, we intend to use the output of a 

phonetic  recognizer  to  supply  the  input  to  the  currently 

available diphone synthesizer.  Therefore, the recognizer must 

extract from an input speech file a sequence of phonemes, each 

having its own duration and pitch.  We have considered two main 

approaches to recognition:   diphone template recognition, and 

feature-based acoustic-phonetic recognition.   The first method 

compares  unknown  speech  with  a  large  inventory of  diphone 

templates by the use of a distance metric.  The program chooses 

as its answer the sequence of phonemes corresponding to the 

sequence of diphone templates that matches the input speech most 

closely according to the distance metric.   The second method 

involves the use of a set of analytical rules that are designed 

explicitly to make some phonetic distinction.  Therefore, these 

rules can each use specific knowledge pertaining to a specific 

phonetic distinction - rather than be restricted to a uniform 

metric.   The disadvantage of using acoustic-phonetic rules is 

that it is hard to arrive tt   a  complete set of rules that result 

in consistent scores.   Also, it has been our experience that 

mistakes made  by  such  a  program  tend  to  be  more  severe. 

Therefore, most of our effort durina this year has been placed on 
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the diphone template approach. We still believe, however, that 

at some future date, acoustic-phonetic rules can be used to 

disambignate between particular choices suggested by the first 

method. 

The remainder of this section is organized as follows. 

Section  3.1  contains  an  overview  of  the  diphone  template 

recognition method that we use.  It details the data structures 

used and  the matching  algorithm employed and discusses the 

scoring philosophy that motivated some of tue design decisions, 

in Section 3.2, we enumerate the implementation issues that have 

made  the  speed  and  storage  requirements  manageable.    Any 

recognition system requires some training or tuning in order to 

perform well.   The different modes of training that we have 

implemented and envision for the future are described in Section 

3.3.   Finally, in Section 3.4, we report on the testing and 

performance of the initial recognition program, as well as its 

integration into the phonetic vocoder. 

3.1 Diphone Template Recognition 

A great deal of thought has gone into the design of our 

initial Phonetic reoognltion systen, using diphone templates, 

„hat we hope to communicate here is the ^inds of issues that were 
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considered and how their consideration has influenced the design. 

Also given is the basic structure of each component of the 

phonetic recognizer as it has evolved over this first year of 

research. 

3,1.1 Motivation for Diphone Template Recognition 

The issue discussed here is that of using diphone templates 

and a matcher to do phonetic recognition.  There are two main 

factors that are relevant to this decision.  First, as in the 

case of phonetic synthesis, using the diphone as a recognition 

and synthesis unit emphasizes the significance of the phoneme 

transitions.   Accurately modeling the phoneme transitions is 

important for both recognition and synthesis.  Second, we know 

that the output of this phonetic recognizer is going to be used 

in conjunction with a phonetic synthesizer that also uses diphone 

templates.  Therefore, there is a strong motivation not only to 

use diphone templates in the recognizer but also to use the same 

set of diphone templates.  That the same set of diphone templates 

should be used for both is motivated by the fact that since the 

recognizer  is  going  to  be  used  in  conjurction  with  the 

synthesizer, using identical diphone templates for both will, at 

least, guarantee that the synthesized phonemes are spectrally 

close to the original. 
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3.1.2 Diphone Network 

The method of phonetlo reoognition based on the use of a 

„etwo.. of diphone templates was desoribed briefly m ou. 

proposal (5, . Co^pllln, the diphone templates Into a networ. 

implicitly forces the matche. to oonsldet only se.uenoes of 

alphones that a.e consistent. Since wtltln, the proposal, 

Several of the details have been changed. The diphone network 

insists of nodes and directed arcs.  An example of a simple 

■  «•„  t:   There are two major types of noaes: 
network is shown in Fig. 5.  There are 

Eh£Ee!ne nodes and SE^ node,.  The phoneme nodes (shown as 

labeled circles, correspond to the midpoints of the phonemes, 

there Is one such node for each phone.e. These phoneme nodes are 

.onnected by 11^ temnlates.   Bach diphone template  is 

represented In the networ. as a sequence of spectrum nodes (shown 

as dots). 

Each spectrum node consists of a compdete spectral template, 

as „ell as a probability density of the duration of the node. . 

spectral template Is represented by means and standard deviations 

for all 14 log-area-ratio (LAR, coefficients and gain. The 

auratlon of a node Is defined as the number of frames of input 

aligned with the node. «odes are connected to each other by 

airected paths.  When two or more consecutive spectra In the 
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FIG.  4.  Exa mple of Diphone Template Network for Five Phonemes 
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original diphone template are very similar, they are represented 

by a single spectrum node in the network. Therefore, each 

spectral node has an implicit self loop. The scoring used in the 

matcher when this self loop path is taken depends completely on 

the duration probaoility density which has been collected during 

the course of previous training. 

The network representation as it has been described so far 

would easily permit a matcher to determine diphone durations. 

However, since the synthesizer requires phoneme durations, we 

explicitly mark each diphone path in the network at the point 

that corresponds to its phoneme boundary. The open dots in the 

figure indicate the first spectrum node in the original diphone 

template that is at or past the labeled phoneme boundary. 

Several possible types of network structures are illustrated 

in the example shown. For example, in Fig. 5 the diphone 

template P1-P2 is distinct from the template P2-P1. Also note 

the possibility of diphones of the type Pl-Pl. The network 

allows for two or more templates going from one phoneme to 

another (e.g., P2-P1) .  Branching and merging of paths within a 

j /„ „   Di-p'n   The network allows the template is also allowed (e.g., P1-P3I• 

speoification of diphones in oontext. The node P4/SF3 represents 

the Phoneme P4 followed only by P3.  Thus the template P2-P4/.P3 
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can be different fron, the unconditioned template P2-P4.   As 

aiscussed in Section 2.2.3, «e have allowed for the distinction 

between diphone templates that are within a syllable from those 

that cross a syllable boundary.   In the figure, one of the 

diphone templates from P2 to PI is marked as being across a 

syllable boundary.  This syllable boundary is indicated on the 

spectral  node marked  as a phoned boundary  (shown as  an 

additional circle around the open dot,.  Finally, we allow for 

the representation and compilation of consonant clusters as a 

single unit - even though the cluster may be several phone.es 

l0ng.   For example,  the initial cluster  tS-SIT-T-R] as in 

"string"  is  acoustically  different  from  the  concatenated 

diphcnes.  Therefore, the sequence is compiled as a complete 

unit.  This means that the intermediate phoneme nodes (-SIT-T-) 

are used only in this sequence, and they are not shared by other 

diphones.  Thus, there is no branching at these nodes.  In the 

uu  ^iMc^r rPl-P5-P3] is shown as a separate path.  The example, the cluster iFi ?•=>  fJJ 

A      oq*  indicates  one  of  these  unshared phoneme  node  named  P5*  indicates 

intermediate nodes. 

Diphone Network Compiler 

-v,^  spates  the diphone  template  network The program that creates  L.UC ^ f 

4. a f-ovi- file similar to that read by the (NETWORK) takes as input a text tue simixc 

1«,- irnMVO?) T.ike COMPOZ this synthesis diphone template compiler (COMPOZ). 
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compiler also permits the inclusion of incremental changes. That 

is, we can replace diphone paths, or add additional optional 

paths to the existing binary file witnout rerunning the compiler 

on the original diphone templates. Not only does this preserve 

program compatibility and eliminate the necessity for redundant 

representation of the same information but it also greatly 

reduces the amount of time necessary to produce a new large 

network if it is only slightly different from a previously 

compiled one. 

Another feature of the format of the inforffiation compiled is 

that statistical information can later be added by the matcher 

and be available for subsequent incremental additions. Both of 

the above capabilities were facilitated by the design and use of 

a memory management package. Thus memory freed by the release of 

a block of data structure is available for later use. The memory 

requirements for the network and matcher will be discussed 

further in Section 3.2.2. 

3.1.3 Matcher 

Briefly, the analyzer chooses the sequence of templates that 

best matches the input speech according to a distance measure. 

Since the received speech is spectrally close to the original, it 

is hoped that this procedure will suffer minimally from phoneme 
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recognition errors. The network matcher uses a dynamic 

programming al^ith* which attempts to find the se.uence of 

templates in the network that best matches the input. 

■   of ^he matcher has been strongly motivated by the The design of the maccnei 

following 4 considerations. 

a) Sound Scoring Strategy 

b) Continuous operation 

c) Alignment and training capability 

d) Efficiency 

Of these four considerations the first is perhaps the .ost 

Important.  We fee! that the scorin, procedure shodd i.ple.ent 

.-»iv as possible) a well formulated scoring strategy, 
(as accurately as possiuxe; 

The scoring philosophy reguires that the score have components 

that are derived from a Knowiedge of the particular path chosen 

thtough the networK ,a priori,, the amount of speech aligned with 

each particular spectral template in the network (durations,, and 

the score derived from a spectral comparison between the input 

,„ Thp derivation of the 
spectrum and the template spectrum.   The 

■ „ strategy is discussed in detail in QPR »6, Section 3.. 
scoring strategy i^ uxov- 

A second maior consideration is that the matcher gerate 

continuously, producing its output as it receives its input - 
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with some delay - before acquiring all of the input- Thus the 

matcher can be thought of as producing output as soon as it has 

what it thinks is sufficient evidence to make a conclusion. 

Operated in this mode, further input, regardless of what it is. 

cannot cause the matcher to change previously produced output. 

This is important because of the intended use of the recognizer 

in a real-time vocoder application. 

The third consideration,  that of permitting the user ' 

cause the matcher to find the best alignment for the "correc 

phoneme sequence and then use that aligned input is important fo. 

the continuing training of the recognition system, as well as to 

allow debugging of the recognizer.  These capabilities will oe 

discussed further in Section 3.3. 

The final consideration of efficiency has affected the 

design of the network and matcher in many ways. This is 

discussed further in Section 3.2.1. 

to find the single path 

3.1.4 Search Algorithm 

The purpose of the matcher is 

through the network that best matches a sequence of input frames. 

The program keeps a list of partial "theories" for the best path. 

A theory consists of a detailed account of how a sequence of 

31 

i : ,   , ,  ■   ■ I U ___. , , , ,  

>.:-* 



Report No. 4414 
Bolt Beranek and Newman Inc. 

input £rames is aligned with the network along with a total 

scote for: that ootrespondenoe. For eaoh input f.a«, the »atoher 

updates iach of the theoCies hy the addition of the new fta.e. 

^ ^ in Pio  6  Ea<-h theory spawns at least three 
This is illustrated in Fig. o. 

™»^= fo the new input frame being 
new theories:  one that corresponds to the 

aliped with the same node as the previous frame, one for eaoh of 

the nodes immediately following that most recent node, and one 

£or each possible pair of two successive spectral nodes.  Thus, 

in the example shown, the single initial theory (shown by the 

vertical arrow, would result in 13 new theories - one at each 

dot.  After all theories have been extended, if two or more of 

the new theories arrive at the same networ. node on the same 

input frame, only the best scoring path is .ept.  Keeping only 

the best  scoring path constitutes  our dynamic programmin, 

algcri«™.  The gaining theories are then pruned bac. so that 

only the best are Kept.  There are two parameters that determine 

how „any theories are .ept at each step.   The first is an 

absolute maximu» number of theories <stacK length,.  The second 

is the .aximu™ score difference between the best theory and the 

„orst theory tept.  « the maximum score difference is set to 

infinity, then the search is a "bounded breadth search".  Xf the 

stac. length is set to infinity, the algorithm is called a "beam 

search". The most reasonable tradeoff between speed and accuracy 
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FIG.  5.  Theory Update Diagram 
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i3 achieved when using both of these methods of prun.n,. 

Typloany, the numbet of theories .ept is on the order of 1000 

per frame. 

To decide on the phonemes to transmit, the program examines 

U the remaining theories after updating each theory with the 

newest input frame.  If all the theories have a common beginning 

(in terms of exactly the same alignment of the input utterance 

nd durations corresponding to 

a 

with the network) , the phonemes ai 

this common beginning are transmitted. 

Once a phoneme and its duration have been determined, the 

pitch is calculated using the weighted least squares method 

currently used to determine pitch values for our diphone 

synthesizer. 

3.2 Program Efficiency Issues 

As mentioned above, efficient operation of the program is an 

important issue. 

3.2.1 Speed 

While the simulation is net expected to run In real time, 

speed is still important. If the program ta.es several minutes 

o£ CPU time to get a result for one sentence, then under a 
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reasonable computer load average we mus t wait one half hour to 

see the result.  This reduces the number of variations we can 

try. 

From the start, the program was designed to run as fast as 

possible. However, the matcher algorithm outlined above requires 

a large amount of processing.  For each 10 ms frame, the program 

„ust extend each of about 1000 theories, update them by walking 

0, 1 or 2 steps through the network (resulting In about 10,000 

theories), score each of these new nodes against the Input frame, 

keep a list of theories sorted by score, keep track of the 

"genealogy" of all the theories so that It Is known when all 

theories agree.  Below, we list some of the search, sorting, and 

dynamic programming techniques that were employed to reduce the 

computation by about 4 orders of magnitude from that required for 

the straightforward implementation. 

Theory Merging 

Since the program extends all theories by the addition of 

the same Input frame at one time, all theories at all times 

include the same input. This means that the probabilistic scores 

on different theories are directly comparable. Therefore, the 

diphone network was designed such that if two theories merged 

(i.e. arrived at the same node for the same input frame) only the 
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best scoring theory is considered.  When a theory is advanced, 

the program checks a word in the new network node to see whether 

this node has been reached by another theory in this frame.  This 

word points to the previous theory that arrived there.  The two 

theories can be immediately compared  (based only on previous 

scores - without any spectral scoring at this point) and the 

lewer scoring theory deleted.  Thus, the program need not create 

all  the data  structure  and  score  and sort 10,000 extended 

theories.  Rather it is more like 3000.  After all theories have 

been extended, the program then can score and sort the remaining 

theories. 

Template Scoring 

Since an important part of the score is based on the number 

of input frames that match (are aligned with) a single spectral 

node, theories that differ in this respect must be kept distinct. 

This results in the same spectral node being matched against the 

same input frame several times. For example, one theory may have 

looped on a particular node two times, and another three times. 

When these two theories are both advanced by self-looping again, 

the program detects that this particular score has already been 

computed. Rather than keeping a large matrix of score as a 

function of node and input frame pair or, alternatively, clearing 

the score each time it was used, the program uses a slot in each 
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spectral node reserved for this purpose. «hen the speotral 

distance routine scores this node against an input frame, It 

records the score and a time stamp In the node. If the spectral 

distance routine notices that the time stamp in the node matches 

the current time stamp, then it can merely use the stored score 

and avoid a distance calculation. 

Theory Sorting 

As mentioned above, the program needs to know how to keep 

only the best 1000 or so theories.  One way to do this would be 

to sort the 3000 or so extended theories, and then just keep the 

best ones. However, since most sort routines require computation 

p.oportional to the sguare of the length of the list, the program 

uses another method. It  uses a partially sorted binary tree of 

theories.   The head of the tree always contains the lowest 

scoring theory.   So a newly extended theory can be compared 

directly against this theory to decide whether it will be 

retained.  If so, then the new theory ripples down the binary 

tree until it finds the correct spot.  This requires only Log2N 

comparisons. Thus, for N=1000, the savings is 1000/Log21000=100. 

Timing statistics have shown us that the time required for this 

binary partial sort is now small compared to the other processing 

required in the recognizer. 
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Spectral Distance Computation 

A significant portion of the computation was expected to be 

in the spectral distance computation. In addition to minimizing 

the number of times that the routine is called, we would like to 

make the routine itself as fast as possible. First, the 

parameters are stored in fixed point format. (We did not lose 

much accuracy, since the parameters were scaled up before 

fixing.) Second, a careful examination of the compiled BCPL 

routine revealed that the routine could be hand coded in assembly 

language to be 4 times faster. 

At this point, timing measurements indicate that less than 

10% of the total CPU time is taken by the spectral distance 

routine. 

Beam Search vs. Bounded Breadth Search 

While the bounded breadth search described above is 

efficient, there are times when the difference between the 

highest score and the lowest score .Is very large. If we put an 

upper bound on this difference, then frequently most of the 

theories can be eliminated. One desirable feature of this "beam 

search" is that the number of theories kept grows when the 

decision is not clear cut. Also, it becomes possible to estimate 

(and control) the probability that the program will accidentally 
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eliminate a theory that, if kept, would have been the best one. 

Future Speed-Up 

At this point, the program requires CPU time of about 20-30 

times real time for a stack long enough to assure finding a path 

similar to the best path. Since the time is not spent in the 

sorting or scoring, it will be hard to make large speed 

improvements. The bulk of the time required is probably taken up 

in all the many logical operations used to keep track of 

theories, walk the network and decide what to do next. In any 

case, the program is now fast enough so that we can try a 

•reasonable number of variations on a small data base during an 

overnight batch run. Also, we can run the program comfortably 

during the day to test and debug new features. 

3.2.2 Storage Requirements 

In order that the program operate quickly, the entire 

network must reside in (virtual) memory. If the program had to 

read pieces of the network from disk files as it ran, it would be 

several times slower. Therefore, a concerted effort was made to 

keep the data structures small, and share memory where possible. 

The initial diphone template network was compiled from the 

2800 or so synthesis diphone templates. The variable-frame-rate 

compression described in Section 3.1.2 reduced the network by a 
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factor of 2.5. The spectral parameters were quantized to 9 bit 

fixed point values to conserve space as well as time. Pointers 

in the network structure were packed two per word. Even so, this 

initial network just barely fit in memory (256K words) with the 

matcher program. We expect that the final network will conta n 

several instances of each diphone. This network could ..ot 

possibly (even with more compression) fit in one PDP10 address 

space. 

We do not view this as a significant problem for eventual 

implementation, since large memory chips are rapidly becoming 

inexpensive. Also, we shall soon be using a DEC VAX 11/780 

computer, which has a much larger address space. The personal 

computers being designed at BBN also feature a large virtual 

memory. 

As a temporary solution to this problem, we have modified 

the BCPL compiler, our memory management package, and the user 

programs in order to take advantage of the extended memory 

capability of the KLlO-TOPS20-Release 4 monitor. This currently 

allows us to use up to 32 full address spaces for our program and 

data. Since the program uses the BCPL "structure" declarations, 

switching from half-word pointers to full-word pointers did not 

require as many source code changes as it would otherwise have 
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required. 

3.3 Training 

Each diphone can be spoken in a variety of ways. Therefore, 

to correctly recognize these many variations as the same phoneme 

string, the program must be trained with large amounts of natural 

speech. There are three different ways that we have of training 

the network. 

3.3.1 Manual Training 

The most straightforward approach to training the network on 

a large variety of speech is simply to label (manually 

transcribe) more speech. This transcribed speech can then be 

processed by existing programs to add alternate paths to the 

network. 

This method has the advantage of simplicity. There are 

several disadvantages, however. First, each instance of a 

particular diphone template would be independent. Therefore, the 

statistical information (a priori path probabilities, LAR 

standard deviations, duration probability densities) for each 

template would be determined from rules rather than training. 

That is, rather than observing several instances of the same 

diphone and using the accumulated data to estimate probability 
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tensities,  the  p.cgra.  would  treat  each  instance  as  an 

independent sample, and derive a Gaussian distribution for each 

parameter usin, a tiXed standard deviation.  Second, for these 

aiphones that are _, there .night be hundreds of examples 

before the average nu.ber of templates per diphene «as h.gh 

enough.  Third, the effort required to accurate label several 

hundred sentences is tremendous.  Fourth, this method requires 

that the researcher who transcribes the speech .no« the best «ay 

to transcribe each passaoe (one must often choose between similar 

labels) and the best rules for placement of phoned boundaries, 

as well as be able to use these rules consistently.   These 

problems could significantly affect performance. 

Clustering of Diphone Templates 

The first and second problems mentioned above can be 

eliminated by writing a clustering program that would start with 

the many instances of one diphone, and group the. such that there 

„ere only a few templates for each diphone, with statistics 

aerived fro,, the data. Howevc , the third and fourth problems 

(1arge a.ount of wor., decisions made by humans, would still 

exist. 

3.3.2 Interactive Training 

One of the capabilities of the etcher is that the user can 
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specify what answer it should get for a particular input speech 

file.  The researcher types in a list of phonemes that will be 

required.  If any of the phonemes is in question (e.g. AX vs. AH) 

then the researcher can just type "ANY" which allows the program 

to use the closest phoneme at this point.  The user can also, if 

desired, constrain the time that the matcher assigns to the 

beginning of any phoneme.  This is done in a flexible manner, 

using an interactive command loop.   The user constrains the 

boundary to be either:  before t, after t, at t, or between tl 

and t2.  This "forced alignment" can also be read in from a 

standard label file, so if the training sentence has already been 

transcribed, the user need not type in the required phoneme 

string and times.  The user is provided with an editing facility 

fo. these lists so that he may insert, delete, or replace items. 

The user can save alignments on a file and later read them in. 

There are also global commands that may be used to give the 

matcher just the right amount of flexibility. 

Two likely modes of interaction are outlined below. In the 

first, the researcher has not carefully transcribed the training 

utterance. By listening to it briefly, he makes a list of the 

phonemes (leaving out those about which he is unsure). Then, the 

matcher is instructed to find the best alignment of the input 
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utterance to the network under the constraint of the phoneme 

list. The user compares the printed alignment visually with 

parameter plots of the input utterance. If the alignment is 

clearly wrong (a fairly rare occurrence) he constrains the time 

for the beginning of one or two of the phonemes, and tells the 

matcher to "do it again". 

A second likely mode is that someone has already transcribed 

the utterance. The researcher reads in the transcription and 

then, being skeptical, instructs the program to "fuzz" the time 

constraints by two frames in each direction, so that if the 

transcriber was off by two frames, the matcher could still find 

the correct alignment. He then changes any questionable phoneme 

labels to "ANY" and instructs the matcher to find the best 

(constrained) alignment. 

Once the user is satisfied with part >r all of the 

alignment, he can instruct the matcher to "train" the network 

using the training utterance. The basic commands available are: 

Add to Statistics, Add new path. Add new diphone. Save the 

Network. Each command asks for two time limits specifying a 

region over which to apply the command. The first command 

(statistics) causes the program to update the means and standard 

deviations of the template parameters, as well as the node 
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duration probability densities. The second command (Add path) 

causes the program to add in the specified speech as an alternate 

branch to the section of network against which it was aligned. 

If the spanned network contains a phoneme boundary, the program 

asks which frame of the input should be marked as a boundary. 

The third command (Add diphone) lets the user specify a whole new 

template for a named diphone. 

Using the training commands described, the user actually 

changes the diphone template network. If he is unsure about or 

not satisfied with a part of the alignment, he need not use that 

part for training. At any point in the process, the user can 

save the updated network on a file. 

It is hoped that this procedure, which amounts to 

interactive clustering, might yield a set of templates that is 

somehow more self-consistent. One drawback to this approach is 

that it is a very slow process, requiring the researcher to spend 

long hours correcting the watcher results. 

3.3.3 Automatic Training 

One could easily imagine a range of modes of training in 

which the computer can make more of the decisions. For instance, 

once the researcher has achieved the desired alignment, he could 
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lssUe a command "Train" which would either add to the network 

statistics or add new paths based on a simple local score 

threshold. That is, it the »atch is fairly good, the program 

would update the statistics. If -,e match was bad, it would 

create a new path. 

3.4 Testing and Performance 

«ost of this first year's work on the diphone network 

recognition program has been spent in designing, implementing, 

and teeting all the features described in the network compiler 

and matcher.   In order to evaluate the performance of the 

phonetic recognizer, we needed to test it in a reasonable 

environment.  This necessitated integrating the recognizer with 

the phonetic synthesizer to complete the phonetic vocoder.  We 

■ also knew that the system would not perform well without being 

trained. These two efforts are outlined below. 

3.4.1 Complete Phonetic Vocoder 

micate with the phonetic synthesizer, the recognizer 
To commui 

of triplets, each comprising a phoneme, 
must produce a sequence 

duration, and a pitch value. As described in Section 3.1.3, each 

time the matcher drops a theory, it automatically checks whether 

this now means that there is some part of the answer that is 
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common to all theories. This may happen one frame at a time, or 

sometimes deletion of one theory may eliminate the last conflict 

for several phonemes worth. In any case, for each frame of the 

input, the program types out (to a terminal or to a disk file) a 

symbol indicating the type of alignment: self loop, advance to a 

new node, share the input frame between two nodes, whether the 

node is marked as a phoneme or syllable boundary. The program 

can also output the various components of the score for each 

input frame, as well as the cumulative scores. Also, whenever 

the matcher detects that the best path crosses a phoneme node in 

the network, it types out the name of the phoneme node. 

An addition was made to these typeout routines, such that 

they would remember the names of all the phoneme nodes crossed, 

the time of the phoneme boundaries, and whether the boundary was 

also a syllable boundary. The program can then write a standard 

transcription file which can be read in by the phonetic 

synthesizer (as well as many other utility programs). The 

synthesizer then reads in the pitch file for the input utterance, 

and models the pitch by a weighted piecewise linear fit to 

determine the pitch values. In a real phonetic vocoder, this 

last function would reside in the recognizer. 

Below  we  describe  some  of  the  benchmark  experiments 
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performed. 

3.4.2 Benchmark Experiments 

The first, very short experiment performed, was tc try to 

phonetlcauy vooode a sentence. We used the .ntralned networ. 

eonstructea from only the synthesis alphone tempUtes.  66% of 

re correctly recognized. However, there were many 
the phonemes were correccry i<= ■a 

^ ^ „winn Uoon examination of the 
extra phonemes In the output string. upo 

seguence of phonemes, we felt that It wouia he unlnteUlglhle 

„hen syntheslsea. However, when we used this output In the 

synthesizer, we found the sentence somewhat recognlzahXe, though 

there were prohlems. On playing the sentence to several narve 

Usteners, they understood most or all of the sentence. Th.s led 

U3 to helleve that we were correct In assuming that even when the 

phonemes were wrong, the spectrum would he close enough. 

„ouXd have. However, we did not want to wait until the networ. 

„as fully trained hefore testing It. Therefore, we recorded the 

nrst paragraph of the .alnhow Passage two times (ahout 30 sec or 

v,  ..M   The first reading of the paragraph 
320 phones of speech each).  Tne 

■^ A     .r^  used  to  augment  the  network 
was manually  transcribed and  used 

, 3 n   we then tried to recognize the 
(described in Section 3.3.1). 

,«v,  From careful examination of the 
second reading ot   the paragraph.  From 
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second reading, we felt that 5% of the phonemes were actually 

different, i.e., they were pronounced differently. This meant 

that about 90% of the diphones in the second reading of the 

paragraph had at least one template in the network that came from 

natural speech - as opposed to the 2800 diphone templates 

extracted from nonsense utterances that made up the rest of the 

network. 

The result of this small test was that 79% of the phonemes 

in the second reading were recognized correctly. There were 

still some extra phonemes in the output. On playing the 

synthesized speech resulting from this output, most listeners 

understood most of the sentences. However, we felt that both the 

quality and intelligibility would need to be improved before this 

system would be acceptable. 

The above result is encouraging. We must remember, however, 

that the experiment was optimistic in that the diphone templates 

were extracted from the same global environment as they would be 

used. We might hope that the fact that in the final system, all 

diphones will have several training samples, will make up for not 

always having diphones trained in the same context. The mode of 

training used in this experiment did not permit the use of 

statistics.  Also, we would hope that when the other diphones in 
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the network have been .rained, they would be less likely to be 

confused with the correct diphones. 

in a third,  short experiment,  we carefully constructed 

sentences that contained a mixture of "trained" and "untrained" 

diphones.   One half of the diphones had not been trained on 

natural speech.  Those diphones that had been trained were used 

in a completely different environment from that of the training 

entences.   When tested on the matcher, 78% of the trained 

diphones were  recognized correctly,  while  only  40%  of  the 

untrained diphones were recognized.  Again, this test was not 

extensive enough to predict the final performance of the system 

after extensive training. 

s 

*.„ +-«11 ne t-hah trainina of the network The above experiments tell us tnat traxniu 

is -.ery important. It also tells us that there is a significant 

difference between using natural speech versus nonsense speech. 

Therefore, we may decide to delete each nonsense diphone template 

from the network .s soon as there is a corresponding template 

from natural speech to replace it. This capability has not yet 

been added to the network compiler or matcher, thouah it would 

probably be relatively straightforward. 
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3.5  Conclusion 

We have, during the past year, designed and implemented an 

initial version of a phonetic recognition program particularly 

suited to very-low-rate phonetic vocoding. The program uses a 

network of diphone templates for recognition, which makes it most 

compatible for use with the diphone template synthesizer. The 

program was also designed to be flexible and allow interactive 

training, so as to be useful as a research tool. 

Our preliminary results, based on a small amount of training 

to the speech of a single speaker are encouraging. While the 

system will clearly need more training and some logical 

modifications, we feel that the final outcome will be good. 

51 

 ,  ..    ■ : liM 



'■: 

Report No. 4414 
Bo It Beranek and Newman Inc. 

4.  MULTIRATE CODING 

4.1  Introduction 

The goal of the speeoh oompression project this year has 

been to design and test an embedded-oode multlrate adaptive 

transform ooder.  The objective is to have a syste. capable of 

operating at an arbitrary data rate In the range 2.5 to 9.6 kb/s. 

It «as also desired to let the transmission channel vary the bit 

rate while the algorithm at the transmitter remained unaffected. 

This last constraint is satisfied by embedding the codes, i.e., 

arranging the codes in such a manner that, when some bits are 

discarded by the channel, the remainder of the received bits can 

still be decoded in a meaningful way to produce a speech output. 

TO meet the requirements of the project,  we chose a 

frequency-domain approach or adaptive transform coding  (ATC), 

combined with our newly developed methods of high frequency 

regeneration (HFR) by spectral duplication.  The combined system 

is basically a linear prediction (LPC) vocoder operating at 2.5 

kb/s and embedded in a voice-excited coder which provides higher 

speech quality at higher data rates.  The voice-excited coder, 

realized in the frequency domain by .TC techniques, always 

operates at a fixed bit rate, say 16 kb/s.  The multirate feature 
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of the system is realized by allowing the nannel to strip off 

some of the bits from the high rate system thereby aohleving 

lower data rates. Such a hybrid LPC-ATC system offered great 

flexibility in meeting the goals of the project. 

in the remainder of this section we shall describe the 

system briefly and highlight the various aspects of our work. 

4,2 System Description 

The complete multirate coding system is shown in Fig. 7. " 

the transmitter, the input speech signal is analyzed as in the 

usual LPC vocoder, namely, LPC parameters, pitch, and gain are 

aerived, quantized, and coded.  In addition, the speech signal is 

inverse filtered, and the discrete cosine transform (DCT) of the 

residual is taken.   With pitch known,  the coefficient of a 

one-tap pitch filter is derived from the residual.  This pitch 

filter, together with the LPC parameters, form the spectral model 

to be used in the bit allocation process to perform the coding of 

the DCT.  The coded DCT components are then delivered to the 

ii. ^II ^f <-hP bits or suppress some of channel which may transmit all of the cits or   FF 

them. 

At the receiver,  the DCT codes are öecoded to form a 

baseband  DCT.    The  fullband  DCT  of  the  residual  is  then 
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reconstructed using the method of HFR by spectral duplication. 

An inverse DCT yields the time-domain reconstructed residual 

waveform to be used as input to the all-pole LPC synthesis filter 

to produce the speech output. In case all of the DCT components 

are suppressed by the channel (lowest data rate), the receiver 

becomes identical to that of a pitch-excited LPC vocoder and uses 

a pulse/noise source as excitation to the synthesis filter. 

4.3  Summary of Work Done 

4.3.1 Modified ATC 

Traditionally, in conventional ATC, one codes the DCT of the 

speech signal itself.  Perhaps the most salient feature in our 

implementation of ATC is that we code the DCT of the linear 

prediction residual.  In the proposal [5] for this work and in 

the  sixth  quarterly  progress  report  (QPR  #6)  [7]  on  this 

contract, we explained how one can quantize the DCT of  -he 

residual rather than the DCT of speech.  We explained that not 

only both approaches yield the same signal to quantization noise 

ratio, but also some advantages are accrued when coding the DCT 

of the residual.  One such advantage is that, when transmitting 

the DCT of the residual, the all-pole synthesis required at the 

receiver helps smooth frame-boundary discontinuities that would 

normally be present because of frequency-domain quantization. 
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^L. . uu^  nPT of i-hp residual has a flat Another advantage is that the DCT of tne 

spectral envelope.  This property is particularly desirable for 

regenerating the «ssing high-frequency components by spectral 

duplication of the baseband.  The HFR process creates a fullband 

spectrum that contains the pitch information and has a flat 

spectral  envelope.    Thus,  the  reconstructed  spectrum  is 

particularly well suited for all-pole synthesis.  Our approach is 

to be contrasted with the case where the DCT of speech is 

transmitted.  Such a case is the frequency-domain counterpart of 

so-called voice-excited coders that transmit a baseband of the 

speech signal.  Time-uomain implementations of voice-excited and 

residual-excited coders have shown that the quality of the output 

speech obtained with residual-excited coders is always preferred 

to that obtained with voice-excited coders. 

4.3.2 Bit Allocation 

The spectral model of speech used in bit allocation was 

aiscussed in QPR #5 [3,. Briefly, it consists of two components: 

a smooth (LPC, spectral envelope, and a model for the harmonic 

structure of the spectrum (the pitch filter, . In QPR »6 171 we 

showed how bit allocation can be interpreted as uniform 

quantisation of the logarithm of the weighted spectral model. 

The weighting applied to the spectral model is the reciprocal of 
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the desired spectral envelope for the output noise.  The process 

of uniform quantization of the log-spectral-model is shown in 

Fig. 8.  The dashed curves in the figure define the quantization 

intervals and they take on the shape of the desired spectral 

envelope of the output noise.  In the absence of noise shaping, 

these  curves woul3  be  straight horizontal  lines.    In  our 

implementation of bit allocation, the spacing between the curves 

is 5 dB instead of the traditionally used 6 dB.   In fact, 

ideally, the spacing between the curves should not be the same 

everywhere, i.e., the quantization should be non-uniform.  This 

subject was discussed in detail in QPR #6 [7] . 

4.3.3 Embedded Multirate Coding 

For each input frame, the transmitter transmits a block of 

bits which is divided into two major parts.   The first part 

contains the bits representing the system parameters and the 

second part contains the bits representing the DCT components. 

One such block of bits is shown in Fig. 9.  The Jirst part of the 

parameter codes is essentially identical to what is transmitted 

by an LPC vocoder.  The additional parameter -odes needed are: 1 

pitch tap for the harmonic model of the DCT spectrum, and HFR 

codes to be discussed in Section 4.3.4.  The maximum data rate of 

16,000 b/s is achieved when the DCT of the fullband residual is 
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transmitted. The minimum data rate achievable by the system 

takes place when all the codes representing the DOT components 

are suppressed by the channel. Intermediate data rates are 

achieved by stripping off bits from the high data rate system. 

Stripping off bits results in the suppression of low-variance 

frequency components and/or high-frequency components, depending 
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on how the stripping is performed.  This aspect of the system is 

explained below. 

It is worth mentioning here that the transmitter itself can 

strip off bits prior to transmission in the same manner as is 

done by the channel. Thus, when a system is first turned on, the 

initial bit rate need not be high and traffic congestion can be 

avoided. Note that the receiver does not need to know where in 

the system the bits are discarded. 

The codes representing the DCT components are arranged in a 

certain order prior to transmission. This ordering determines 

which bits get discarded first, which, in turn, determines 

whether high frequency components or low variance components get 

discarded. To study the tradeoff between the number of 

transmitted bits, the quantization accuracy, and the number of 

transmitted frequency components, we investigated three 

bit-crdering techniques. These were explained in detail in QPR 

#7 [6] and we summarize them below. 

The first bit-ordering technique, which we call the baseband 

coder approach, is the simplest: the codes are arranged by order 

of increasing frequency. When the channel strips off bits from 

the end of each block,  the high  frequency components are 
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discarded first. The remaining codes represent a low frequency 

portion of the total bandwidth referred to as a baseband. As in 

a baseband coder, the recei >r regenerates the missing 

high-frequency components. We use the method of high-frequency 

regeneration (HFR) by spectral duplication, which is explained in 

Section 4.3.4. 
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In the second bit-ordering technique we discard the least 

significant bit of each DCT code, starting with the high 

frequency components, until the desired rate is reached. If need 

be, the next-to-least significant bits of each code are also 

discarded. This method decreases the quantization accuracy 

uniformly over the whole band. It is equivalent to having 

performed the initial bit allocation with fewer bits, e.g., 120 

bits instead of 250 bits for a rate of 9 kb/s instead of 16 kb/s. 

In the third ordering technique, the discarded bits 

represent DCT components with a relatively low variance. Since 

the codelength obtained by oit allocation is directly 

proportional to the relative variance of the DCT components, this 

technique is realized by discarding all 1-bit codes, then all 

2-bit codes, etc., until the desired rate is achieved. 

Referring back to Fig. 8, we can see that this technique 

corresponds to having merged together into one large level, two 

or more inner levels of the uniform quantization of the 

log-spectral-model. For example, at 9.6 kb/s, the method 

corresponds roughly to having merged the 0-bit and 1-bit steps 

into one large  -bit step. 

When comparison is made at the same bit rate, the second and 

third ordering techniques yield a baseband that is generally 
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narro„er than that of the baaebana code, approach. In   exohange 

£oc a stauet baseband width, the second and thUd techniqUes 

provide  some  additional  DCT  components  scattered  in  the 

hlgh-trequencv teflon.  Further details on embedded codln, a.e 

£oUnd  in OPR .7  tei, «here we concluded that the  first 

bU-orderinc technique, I.e.. the baseband coder approach, y.elds 

the best output speech quality for data rates In the ranqe 6.4 to 

9.6 kb/s. 

4.3.4 High Frequency Regeneration 

i. • ^r, fwPRi is to recreate 
The aim of high frequency regeneration (HFR) 

the   missing   high   frequency   components   of   a   signal. 

Traditionally,  some  form of  non-linear  distortion  of  the 

time-domaln signal is used, e.g., waveform .ectification.  «ore 

recently, we introduced HPR methods where the missing components 

are regenerated by duElicatina the baseband components at hrgh 

£requencies W.     We call this approach the spectral duplication 

„.ethod Of HPK.   Spectral duplication alms at reconstructing a 

«nllband spectrum that has a harmonic structure ana a flat 

spectral envelope.   Care must be ta.en not to interrupt the 

„armonic structure of the signal spectrum.  Our initial efforts 

.    -^d in a or'   us annual report HI while our more 
were described in a 9^  • ' 

> i« detailed in QPR #7 [6].  We now summarize the 
recent work is detaixeu 

final algorithm that we are currently using. 
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The HFR method Is illustrated in Fig. 10.  The analysis 

process needed at the transmitter is as Eollcws.   First, a 

nominal baseband of fixed width (1 KHz,  is translated up in 

frequenoy to fill the region from 1 to 2 .Hz.  Seoond, to find an 

optimal  position  for  the  baseband,   the  baseband  is 

cross-correlated with the actual fullband DCT present in that 

region.   The lag at which the correlation is maximum is 

interpreted to be the point „here the baseband best duplicates or 

hest matches the original DCT components.   It is the harmonic 

structure of tue DCT that helps lock the baseband into place. 

Thus, the method preserves the harmonic continuity of the DCT. 

The lag value is transmitted by means of a 3-bit HFR code, which 

accommodates lags between -3 and +4 spectral points.  The same 

process is repeated for higher frequency bands. 

At the receiver, the received baseband is translated to its 

nomina! position (1 to 2 kHz, and additionally shifted by a few 

spectral points as indicated by the HFH code. Since the received 

baseband is seldom equal to 1 .Hz in width, the regenerated bands 

may either overlap one another or have gaps between them. These 

cases are easily ta.en care of (QPR .7 [6,,. We now report on 

the latest results obtained with the most recent versions of the 

various aspects of the multirate system. 
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"  NOMINAL. 
"BASEBAND"^ 

FULLBAND DCT 

FREQUENCY 

i    -u 
CROSSCORRELATE 

At the transmitter 

1  Choose point of maximum correlation, 
2. Transmit 3-bit HFR codes 

FREQUENCY 

FREQUENCY 

• B. At the receiver 

1. Translate received baseband 
2. Fill gaps 

FIG 
9.  High Frequency Regeneration by Spectral Duplication 

64 

  .  . .. 



Report No. 4414 Bolt Beranek and Newman Inc. 

4.3.5 Results 

With the HFR method as outlined above, the results for the 

baseband coder approach of embedded multirate coding are shown in 

Table 1. 

TOTAL RATE 
kb/s 

AVERAGE RECEIVED 
BASEBAND WIDTH 

Hz 

AVERAGE 
CODELENGTH 
bits/sample 

16.0 3333 1.95 

9.6 1400 2.3 

7.2 870 2.4 

6.4 670 2.5 

TABLE 1.  Results Obtained with the Baseband Coder Approach for 
Multirate Coding 

From the table it can be seen that at 6.4 kb/s the average width 

of the received baseband is about 670 Hz. This is quite a narrow 

baseband and constitutes the major obstacle for lowering the data 

rate any further. At 6.4 kb/s, the quality of the synthetic 

speech is acceptable, but lowering the bit rate further causes 

the speech to be quite rough, hollow-sounding, and with 

occasional pops.  Thus, for rates below 6.4 kb/s, we recommend 
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using the 2.5 kb/s LPC vocoder. For rates larger than 6.4 kb/s, 

the average baseband width is substantially increased and the 

quality of the speech improves markedly. The quality at 16 kb/s 

is very close to the original. 

4.4 Conclusions 

in this project, we have capitalized on the advantages cf a 

f.equency-dcmain approach to realize a versatile embedded-code 

^tirate speech coding .ystem.  Some of the advantages of our 

system are:  the ease with which spectral noise-shaping can be 

implemented.  the  ease  with  which  the  tradeoff  between 

quantization accuracy and baseband width can be studied, the ease 

with which the codes can be embedded for multirate operation, and 

the ease with which high frequency regeneration can be done for 

effective voice excitation.  In addition, the system is suitable 

for real-time implementation on existing array processors. 
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APPENDIX A 
CATEGORIZATION OF DIPHONES 

C1V1 DIPHONES (673) 

C-,    P   T   K 
S   Z   SH 

B D G CH JH F V TH DH (25) 
ZH W Y R L M N HH NX DX 

V-,    IY  IH EY  EH AE AA AO  AH OW UH UW  ER  AYl 
OYl AW YU  IR OR AR EYR UR AX IX AXR EL  EM  EN 

Additions: [TQ EL] [TQ EM] [TQ EN] 
Exceptions: [W  YU] [Y YU] [R  YU] [DX YU] [DX UR] 

(27) 

V2C2 DIPHONES 

V- VT   except [AYl] is replaced by [AY2] 
and [OYl] is replaced by [OY2] 

SIP SIT SIK SIR SID SIG SIC SU F 
S   Z   SH  ZH  W   Y   R   L   M 

(662) 

] (27) 

TH DH (25) 
HH NX DX 

Exceptions:  [YU  W] [YU  Y] [YU  R] [AX DX] [IX DX] [AXR DX] [YU DX] 
[EL NX]  [EM NX]  [EN NX]  [EL DX]  [EM DX]  [EN DX] 

V3V4 DIPHONES 

V- 

V. 

AA  AO  AW  AY2 IY 

V1 less [EM]  [EN] 

ER     EY     OW     OY2   UW     EL 

Additions: [IH EL] [EH EL] [AE EL] [AH EL] [UH EL] [YU EL] 
[IR EL] [OR EL] [AR EL] [UR EL] [AX EL] [IX EL] 
[AXR  EL]     [EYR  EL] 

Exceptions:    [EL   EL] 

(290) 

(ID 

(25) 

[EL   EM] 
[EL  EN] 
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C3^C4   DIPHONES 

p T K B D G CH JH 

s Z SH ZH R M N NX 

C4 C2   less   [NX]    [DX] 

Additions:       [N   DX]    [HH  W] 

V TH  DH 

(462) 

(20) 

(23) 

Stop Consonant Diphones with Context 

SIX  X  /  &  V-, 
/  & # C SIX  X 

X    P 

4 

K   B 

V- 
•4 

D 

defined above 
defined above 

5   CH  JH 

(400) 

(216) 
(184) 

Dipthongs with Context 

Yl 
Yl 

Y2 
Y2 

/ 
/ 

& 
& 

AY  OY 

V; V, defined above 
defined above 

(100) 

(50) 
(50) 

Diphones with Silence 

\f1   less [AX] [IX] [AXR] [EL] [EM] [EN] 
defined above 
V3 plus [EM] [EN] 
defined above 

X defined above 
Y defined above 

" v5 
" c4 
V6 " 
C3 - 
SIX  X 
Yl  Y2 

Vt 

v, 

/ 
/ & 

(88) 

(21) 
(23) 
(13) 
(20) 
(8) 
(2) 
(1) 

Diphones from Clusters 

Grand Total 

(58) 

(2733) 
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AW 

APPENDIX B 
EXHAUSTIVE LIST OF 2733 DIPHONES 

- AA - AE - AH - AO - AR 
_ AYl - DH - EH - ER - EY 

- EYR - F - HH - IH - IR " ** 
_ L - M - N ~0R - OW - OY1 
.\ - S - SH - SIB - SIC - SID 
- SIG - SIJ - SIK - SIP - SIT - TH 
-UH -UR -UW -V -W "  An 
_ YU - Z - 2H AA - AA AA AA AE 
AA AH AA AO AA AR AA AW AA AX AA AXR 
AA AYl AA DH AA DX AA EH AA EL AA ER 
AAEY AAEYR AAF AAHH AAIH AAIR 
AA IX AA IY AA L AA M AA N AA NX 
AA OR AA OW AA OY1 AAR AAS AASH 
AA SIB AA SIC AA SID AA SIG AA SIJ AA SIK 
AA SIP AA SIT AA TH AA UH AA UR AA UW 
AA V AA W AA Y AA YU AA Z AA ZH 
AE DH AE DX AE EL AE F AE HH AE L 
AE M AE N AE NX AE R AE S AE SH 
AE SIB AE SIC AE SID AE SIG AE SIJ AE SIK 
AE SIP AE SIT AE TH AE V AE W AE Y 
AE z AE ZH AH DH AH DX AH EL AH F 
AH HW AH L AH M AH N AH NX AH R 
AH S AH SH AH SIB AH 3IC AH SID AH SIG 
AH SIJ AH SIK AH SIP AH SIT AH TH AH V 
AH W AH Y AH Z AH ZH AO - AO AA 
AO AE AO AH AO AO AO AR AO AW AO AX 
AO AXR AO AYl AO DH AO DX AO EH AO EL 
AO ER AO EY AO EYR AO F AO HH AC IH 
AO IR AO IX AO IY AO L AO M AO N 
AO NX AO OR AO OW AO OYl AO R A° ^ 
AO SH AO SIB AO SIC AO SID AO SIG AO SIJ 
AO SIK AO SIP AO SIT AO TH      AO UH AO UR 
AO UW AO V AO W AO Y       AO YU AO Z 
AO ZH AR DH AR DX      AR EL      AR F AR HH 
AR L AR M AR N       AR NX      AR R AR S 
AR SH AR SIB AR SIC     AR SID     AR SIG AR SIJ 
AR SIK AR SIP AR SIT     AR TH      AR V AR W 
AP Y AR Z AR ZH      AW -       AW AA AW AE 
AW AH AW AO AW AR      AW AW      AW AX AW AXR 
AW AYl AW DH AW DX      AW EH      AW EL AW ER 
AW EY AW EYR     AW F       AW HH      AW IH AW IR 
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AW IX      AW IY 
AW OR     AW OW 
AW SIB     AW SIC 
AW SIP     AW SIT 
AW V       AW W 
AX DH      AX EL 
AX N       AX NX 
AX SIC     AX SID 
AX SIT     AX TH 
AX ZH      AXR DH 
AXR M      AXR N 
AXR SIB    AXR SIC 
AXR SIP    AXR SIT 
AXR Z      AXR ZH 
AYl AY2 / & - 
AY1 AY2 / & AH 
AYl AY2 / & AW 
AYl AY2 / & AYl 
AYl AY2 / & EH 
AYl AY2 / & EY 
AYl AY2 / & HH 
AYl AY2 / & IX 
AYl AY2 / & M 
AYl AY2 / & OR 
AYl AY2 / & R 
AYl AY2 / & SIB 
AYl AY2 / & SIG 
AYl AY2 / & SIP 
AYl AY- / & UH 
AYl AY2 / & V 
AYl AY2 / & YU 
AY2 - / AYl & 
AY2 AH / AYl & 
AY2 AW / AYl & 
AY2 AYl / AYl & 
AY2 EH / AYl & 
AY2 EY / AYl & 
AY2 HH / AYl & 
AY2 IX / AYl & 
AY2 M / AYl & 
AY2 OR / AYl & 
AY2 R / AYl & 
AY2 SIB / AYl & 
AY2 SIG / AYl & 
AY2 SIP / AYl & 
AY2 UH / AYl & 
AY2 V / AYl & 
AY2 YU / AYl & 

AW L 
AW 0Y1 
AW SID 
AW TH 
AW Y 
AX F 
AX R 
AX SIG 
AX V 
AXR EL 
AXR NX 
AXR SID 
AXR TH 

AW M 
AW R 
AW SIG 
AW UH 
AW YU 
AX HH 
AX S 
AX SIJ 
AX W 
AXR F 
AXR R 
AXR SIG 
AXR V 

& AA 
& AO 
& AX 

AW N 
AW S 
AW SIJ 
AW UR 

AYl AY2 / 
AYl AY2 / 
AYl AY2 / 
AYl AY2 / & DH 
AYl AY2 / & EL 
AYl AY2 / & EYR 
AYl AY2 / & IH 
AYl AY2 / & IY 
AYl AY2 / & N 
AYl AY2 / & OW 
AYl AY2 / & S 
AYl AY2 / & SIC 
AYl AY2 / & SIJ 
AYl AY2 / & SIT 
AYl AY2 / & UR 
AYl AY2 / & W 
AYl AY2 / & Z 
AY2 AA / AYl & 
AY2 AO / AYl & 
AY2 AX / AYl & 
AY2 DH / AYl & 
AY2 EL / AYl & 
AY2 EYR / AYl & 
AY2 IH / AYl & 
AY2 IY / AYl & 
AY2 N / AYl & 
AY2 OW / AYl & 
AY2 S / AYl & 
AY2 SIC / AYl & 
AY2 SIJ / AYl & 
AY2 SIT / AYl & 
AY2 UR / AYl & 
AY2 W / AYl & 
AY2 Z / AYl & 

AW 
AX 

Z 
L 

AX SH 
AX SIK 
AX Y 
AXR HH 
AXR S 
AXR SIJ 
AXR W 

AW NX 
AW SH 
AW SIK 
AW UW 
AW ZH 
AX M 
AX SIB 
AX SIP 
AX Z 
AXR L 
AXR SH 
AXR SIK 
AXR Y 

AYl AY2 / & AE 
AYl AY2 / & AR 
AYl AY2 / & AXR 
AYl AY2 / & DX 
AYl AY2 / & ER 
AYl AY2 / & F 
AYl AY2 / & IR 
AYl AY2 / & L 
AYl AY2 / & NX 
AYl AY2 / & OY1 
AYl AY2 / & SH 
AYl AY2 / & SID 
AYl AY2 / & SIK 
AYl AY2 / & TH 
AYl AY2 / & UW 
AYl AY2 / & Y 
AYl AY2 / & ZH 
AY2 AE / AYl & 
AY2 AR / AYl & 
AY2 AXR / AYl & 
AY2 DX / & AYl 
AY2 ER / AYl & 
AY2 F / AYl & 
AY2 IR / AYl & 
AY2 L / AYl & 
AY2 NX / AYl & 
AY2 OYl / AYl & 
AY2 SH / AYl & 
AY2 SID / AYl & 
AY2 SIK / AYl & 
AY2 TH / AYl & 
AY2 UW / AYl & 
AY2 Y / AYl & 
AY2 ZH / AYl & 
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B - / SIB & 
B AH / SIB & 
B AW / SIB & 
B AYl / SIB & 
B EM / SIB & 
B EY / SIB & 
B IR / SIB & 
B L / SIB & 
B 0Y1 / SIB & 
B UR / SIB & 
B#DH / SIB & 
B#L / SIB & 
B#R / SIB & 
B#SIB / SIB & 
B#SIG / SIB & 
B#SIP / SIB & 
B#V / SIB & 
B#Z / SIB & 
CH AA / SIC & 
CH AO / SIC & 
CH AX / SIC & 
CH EH / SIC & 
CH EN / SIC & 
CH EYR / SIC & 
CH IX / SIC & 
CH OW / SIC & 
CH UR / SIC & 
CH#DH / SIC & 
CH#L / SIC & 
CH#R / SIC & 
CH#SIB / SIC & 
CH#SIG / SIC & 
CH#SIP / SIC & 
CH#V / SIC & 
CH#Z / SIC & 
D AA / SID & 
D AO / SID & 
D AX / SID & 
D EH / SID c 
D EN / SID & 
D EYR / SID & 
D IX / SID & 
D OW / SID & 
D UH / SID & 
D W / SID & 
D#F / SID & 
D#M / SID & 
D#S / SID & 

3 AA / SIB & 
B AO / SIB & 
B AX / SIB & 
B EH / SIB & 
B EN / SIB & 
B EYR / SIB & 
B IX / SIB & 
B OR / SIB & 
B R / SIB & 
B ÜW / SIB & 
B#F / SIB & 
B#M / SIB & 
B#S / SIB & 
B#SIC / SIB & 
B#SIJ / SIB & 
B#SIT / SIB & 
B#W / SIB & 
B#ZH / SIB & 
CH AE / SIC & 
CH AR / SIC & 
CH AXR / SIC & 
CH EL / SIC & 
CH ER / SIC & 
CH IH / SIC & 
CH IY / SIC & 
CH OYl / SIC & 
CH UW / SIC & 
CH#F / SIC & 
CH#M / SIC & 
CH#S / SIC & 
CH#SIC / SIC & 
CH#SIJ / SIC & 
CH#SIT / SIC & 
CH#W / SIC & 
CH#ZH / SIC & 
D AE / SID & 
D AR / SID & 
D AXR / SID & 
D EL / SID & 
D ER / SID & 
D IH / SID & 
D IY / SID & 
D OYl / SID & 
D UR / SID & 
D YU / SID & 
D#HH / SID & 
D#N / SID & 
D#SH / SID & 

B AE / SIB & 
B AR / SIB & 
B AXR / SIB & 
B EL / SIB & 
B ER / SIB & 
B IH / SIB & 
B IY / SIB & 
B OW / SIB & 
B UH / SIB & 
B YU / SIB & 
B#HH / SIB & 
B#N / SIB & 
B#SH / SIB & 
B#SID / SIB & 
B#SIK / SIB & 
B#TH / SIB & 
B#Y / SIB & 
CH - / SIC & 
CH AH / SIC & 
CH AW / SIC & 
CH AYl / SIC & 
CH EM / SIC & 
CH EY / SIC & 
CH IR / SIC & 
CH OR / SIC & 
CH UH / SIC & 
CH YU / SIC & 
CH#HH / SIC & 
CH#N / SIC & 
CH#SH / SIC & 
CH#SID / SIC & 
CH#SIK / SIC & 
CH#TH / SIC & 
CH#Y / SIC & 
D - / SID & 
D AH / SID & 
D AW / SID & 
D AYl / SID & 
D EM / SID & 
D EY / SID & 
D IR / SID & 
D OR / SID & 
D R / SID & 
D UW / SID & 
Dl^DH / SID & 
D#L / SID & 
D#R / SID & 
D#SIB / SID & 

74 



Report No. 4414 Bolt Beranek and Newman Inc. 

D#SIC / SID & D#SID / SID & D#SIG / SID & 

D#SIJ / SID & D#SIK / SID & D#SIP / SID & 

D#STT / SID & D#TH / SID & D#V • / SID & 

D#W / SID & D#Y • / SID & D#Z / SID & 

D#ZH / SID & 
DH - DH AA DH AE DH AH DH AO DH AR 

DH AW DH AX DH AXR DH AYl DH EH DH EL 

DH EM DH EN DH ER DH EY DH EYR DH IH 

DH IR DH IX DH IY DH OR DH OW DH OYl 

DH UH DH UR DH UW DH YU DH#DH DH#F 

DH#HH DH#L DH#M DH#N DH#R DH#S 

DH#SH DH#SIB DH#SIC DH#SID DH#SIG DH#SIJ 

DH#SIK ^H#SIP DH#SIT DH#TH DH#V ÜH#W 

DH#Y ^H#Z DH#ZH DX AA DX AE DX AH 

DX AO DX AR DX AW DX AX DX AXR DX AYl 

DX EH DX EL DX EM DX KN DX ER DX EY 

DX EYR DX IH DX IR DX IX DX IY DX OR 

DX OW DX OYl DX UH DX UW EH DH EH DX 

EH EL EH F EH HH EH L EH M EH N 

EH NX EH R ZH S EH SH EH SIB EH SIC 

EH SID EH SIG EH SU EH SIK EH SIP EH SIT 

EH TH EH V EH W EH Y EH Z EH ZH 

EL - EL AA EL AE EL AH EL AO EL AR 

EL AW EL AX EL AXR EL AYl EL EH EL EM 

EL EN EL ER EL EY EL EYR EL IH EL IR 

EL IX EL IY EL OR EL OW EL OYl EL UH 

EL UR EL UW EL YU EL#DH EL#F EL#HH 

EL#L EL#M EL#N EL#R EL#S EL#SH 

EL#SIB EL#SIC EL#SID EL#SIG EL#SIJ EL#SIK 

EL#SIP EL#SIT EL#TH EL#V EL#W EL#Y 

EL#Z EL#ZH EM - EM DH EM F EM HH 

EM L EM M EM N EM R EM S EM SH 

EM SIB EM SIC EM SID EM SIG EM SU EM SIK 

EM SIP EM SIT EM TH EM V EM w EM Y 

EM Z EM ZH EN - EN DH EN F EN HH 

EN L EN M EN N EN R EN s EN SH 

EN SIB EN SIC EN SID EN SIG EN SU EN SIK 

EN SIP EN SIT EN TH EN V EN w EN Y 

EN Z EN ZH ER — ER AA ER AE ER AH 

ER AO ER AR ER AW ER AX ER AXR ER AYl 

ER DH ER DX ER EH ER EL ER ER ER EY 

ER EYR ER F ER HH ER IH ER IR ER IX 

ER IY ER L ER M ER N ER NX ER OR 

ER OW ER OYl ER R ER S ER SH ER SIB 

ER SIC ER SID ER SIG ER SU ER SIK ER SIP 

ER SIT ER TH ER UH ER UR ER UW ER V 

ER W ER Y ER YU ER Z ER ZH EY - 

EY AA EY AE EY AH EY AO EY AR EY AW 
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EY AX 
EY EL 
EY IH 
EY N 
EY S 
E* SIJ 
EY UR 
EY Z 
EYR HH 
EYR S 
EYR SIJ 
EYR W 
F AE 

AXR 
ER 
IY 
UH 

F#HH 
F#SH 
F#SIK 
F#Y 
G 

F 
F 
F 
F 

EY AXR 
EY ER 
EY IR 
EY NX 
EY SH 
EY SIK 
EY UW 
EY ZH 
EYR L 
EYR SH 
EYR SIK 
EYR Y 
F AH 

AYl 
EY 
L 
UR 

F#L 
F#SIB 
F#SIP 
F#Z 

F 
F 
F 
F 

- / SIG & 
G AH / SIG & 
G AW / SIG & 
G AYl / SIG & 
G EM / SIG & 
G EY / SIG & 
G IR / SIG & 
G L / SIG & 
G 0Y1 / SIG & 
G UR / SIG & 
G YU / SIG & 
G#HH / SIG & 
G#N / SIG & 
G#SH / SIG & 
G#SID / Si'; & 
G#SIK / SIG & 
G#TH / SIG & 
G#Y / SIG & 
HH AA 
HH AX 
HH EN 
HH IX 
HH UR 
IH EL 
IH NX 
IH SID 
IH TH 

HH AE 
HH AXR 
HH ER 
HH IY 
HH UW 
IH F 
IH R 
IH SIG 
IH V 

F 
F 
F 
F 

EY AYl 
EY EY 
EY IX 
EY OR 
EY SIB 
EY SIP 
EY V 
EYR DH 
EYR M 
EYR SIB 
EYR SIP 
EYR Z 
F AO 
F EH 
F EYR 
F OR 
F UW 
F#M 
F#SIC 
F#SIT 
F#ZH 
G AA / SIG & 
G AO / SIG & 
G AX / SIG & 
G EH / SIG & 
G EN / SIG & 
G EYR / SIG & 
G IX / SIG & 
G OR / SIG & 
G R / SIG & 
G UW / SIG & 
G#DH / SIG & 
G#L / SIG & 
G#R / SIG & 
G#SIB / SIG & 
G#SIG / SIG & 
G#SIP / SIG & 
G#V / SIG & 
G#Z / SIG 
HH AH 

EY DH 
EY EYR 
EY IY 
EY OW 
EY SIC 
EY SIT 
EY W 
EYR DX 
EYR N 
EYR SIC 
EYR SIT 
EYR ZH 
F AR 

EL 
IH 
OW 
YU 

F#N 
F#SID 
F#TH 

HH AYl 
HH EY 
HH OR 
HH W 
IH HH 
IH S 
IH SIJ 
IH W 

HH AO 
HH EH 
HH EYR 
HH OW 
HH YU 
IH L 
IH SH 
IH SIK 
IH Y 

EY DX 
EY F 
EY L 
EY OYl 
EY SID 
EY TH 
EY Y 
EYR EL 
EYR NX 
EYR SID 
EYR TH 
F - 

AW 
EM 
IR 
OYl 

F#lH 
F#R 
F#SIG 
F#V 

F 
F 
F 
F 

EY EH 
EY HH 
EY M 
EY R 
EY SIG 
EY UH 
EY YU 
EYR F 
EYR R 
EYR SIG 
EYR V 
F AA 

AX 
EN 
IX 
R 

F#F 
F#S 
F#SIJ 
F#W 

F 
F 
F 
F 

AE / S 
AR / S 
AXR / 
EL / S 
ER / 
IH / 
IY / 
OW / 
UH / 

G 
G 
G 
G 
G 
G 
G 
G 
G 
G W / SI 
G#F / SI 
G#M / SI 
G#F / SI 
G#SIC / 
G#SIJ / 
G#SIT / 
G#W / SI 
G#ZH / S 
HH AR 
HH EL 
HH IH 
HH OYl 
IH DH 
IH M 
IH SIB 
IH SIP 
IH Z 

IG & 
IG & 
SIG & 
IG & 
IG 
IG 
IG 
IG 
IG 
G & 
G & 
G & 
G & 
SIG & 
SIG & 
SIG & 
G & 
IG & 

HH AW 
HH EM 
HH IR 
HH UH 
IH DX 
IH N 
IH SIC 
IH SIT 
IH ZH 
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IR   DH IR  DX 
IR  M IR  N 
IR  SIB IR   SIC 
IR  SI? IR  SIT 
IR  Z IR  ZH 
IX  L IX  M 
IX   SH IX   SIB 
IX  SIK IX  SIP 
IX   Y IX   Z 
IY  AH IY  AO 
IY  AY1 IY   DH 
IY  EY IY   EYR 
IY   IX IY   IY 
IY   OR IY   OW 
IY   SIB IY   SIC 
IY  SIP IY   SIT 
IY  V IY   W 
JH   -   /   SIJ   & 
JH  AH   /   SIJ   & 
JH   AW   /   SIJ   & 
JH   AYl   /   SIJ   & 
JH   EM   /  SIJ   & 
JH   EY   /  SIJ   & 
JH   IR  /   SIJ   & 
JH  OR  /   SIJ   & 
JH  UH   /  SIJ   & 
JH  YU   /   SIJ   & 
JH#HH   /   SIJ   & 
JH#N   /   SIJ   & 
JH#SH   /   SIJ   & 
JH#SID   /  SIJ   & 
JH#SIK   /  SIJ   & 
JH#TH   /   SIJ   & 
JH#Y   /   SIJ   & 
K   -   /   SIK   & 
K   AH   /   SIK   & 
K   AW  /   SIK   & 
K   AYl   /   SIK   & 
K   EM   /   SIK   & 
K  EY   /  SIK   & 
K   IR   /  SIK   & 
K   L   /   S   SIK   & 
K   OW  /   SIK   & 
K   R  /   SIK   & 
K   ÜW   /  SIK   & 
K   YU   /  SIK   & 
K#HH   /   SIK   & 
K#N   /   SIK   & 

IR  EL IR  F 
IR  NX IR  R 
IR  SID IR  SIG 
IR  TH IR  V 
IX   DH IX  EL 
IX  N IX  NX 
IX   SIC IX   SID 
IX   SIT IX  TH 
IX   ZH IY   - 
IY  AR IY  AW 
IY   DX IY  EH 
IY  F IY   HH 
IY  L IY  M 
IY   OYl IY   R 
IY  SID IY   SIG 
IY  TH IY  UH 
IY   Y IY  YU 
JH   AA  /  SIJ   & 
JH   AO   /  SIJ   & 
JH   AX   /   SIJ   & 
JH   EH   /  SIJ   & 
JH   EN   /   SIJ   & 
JH  EYR   /  SIJ   & 
JH   IX   /   SIJ   & 
JH  OW   /  SIJ   S 
JH  UR  /  SIJ   & 
JH#DH   /  SIJ   & 
JH#L   /   SIJ   & 
JH#R  /   SIJ   & 
JH#SIB   /   SIJ   & 
JH#SIG   /  SIJ   & 
JH#SIP   /   SIJ   & 
JH#V  /   SIJ   & 
JH#Z   /   SIJ   & 
K  AA  /  SIK   & 
K  AO   /   SIK   & 
K  AX   /   SIK   & 
K  EH   /  SIK   & 
K  EN   /   SIK   & 
K  EYR  /  SIK   & 
K   IX   /   SIK   & 
K  L   /   SIK   & 
K   OYl   /   SIK   & 
K   UH   /   SIK   & 
K   W  /   S   SIK   & 
K#DH   /   SIK   & 
K#L   /   SIK   & 
K#R   /   SIK   & 

IR   HH IR  L 
IR  S IR  SH 
IR  SIJ IR  SIK 
IR  W IR  Y 
IX   F IX  HH 
IX   R IX   S 
IX   SIG IX   SIJ 
IX  V IX  W 
IY   AA IY  AE 
IY   AX IY  AXR 
IY   EL IY   ER 
IY   IH IY   IR 
IY  N IY  NX 
IY   S IY   SH 
IY   SIJ IY   SIK 
IY   UR IY  UW 
IY   Z IY   ZH 
JH  AE   /   SIJ   & 
JH  AR   /   SIJ   & 
JH  AXR   /   SIJ   & 
JH   EL   /   SIJ   & 
JH   ER  /   SIJ   & 
JH   IH   /   SIJ   & 
JH   IY   /   SIJ   & 
JH  OYl   /   SIJ   & 
JH  UW   /  SIJ   & 
JH#F   /   SIJ   & 
JH#M   /   SIJ   & 
JH#S   /   SIJ   & 
JH#SIC   /   SIJ   & 
JH#SIJ   /   SIJ   & 
JH#SIT   /  SIJ   & 
JH#W   /   SIJ   & 
JH#ZH   /   SIJ   & 
K  AE   /   SIK   & 
K  AR   /   SIK   & 
K  AXR  /   SIK   & 
K  EL   /   SIK   & 
K  ER  /   SIK   & 
K   IH   /   SIK   & 
K   IY   /   SIK   & 
K  OR  /   SIK   & 
K   R  /   S   SIK   & 
K   UR  /   SIK   & 
K  W  /   SIK   & 
K#F   /   SIK   & 
K#M   /   SIK   & 
K#S   /   SIK   & 
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K#SH / S 
K#SID / 
K#SIK / 
K#TH / S 
K#Y / SI 
L AA 
L AX 
L EN 
L IX 
L UR 
M AH 
M AYl 
M EY 
M OR 
M YU 
M#N 
M#SID 
M#TH 
N - 
N AW 
N EL 
N IH 
N 0Y1 
N#F 
N#S 
N#SIJ 
N#W 
NX AE 
NX AXR 
NX ER 
NX IY 
NX UW 
NX#M 
NX#SIC 
NX#SIT 
NX#ZH 
OR L 
OR SH 
OR SIK 
OR Y 
OW AH 
OW AYl 
OW EY 
OW IX 
OW OR 
OW SIB 
OW SIP 
OW V 

IK & 
SIK & 
SIK & 
IK & 
K & 

L AE 
AXR 
ER 
IY 
UW 

M AO 
M EH 
M EYR 
M OW 
M#DH 
M#R 
M#SIG 
M#V 
N AA 
N AX 
N EM 
N IR 
N UH 
N#HH 
N#SH 
N#SIK 
N#Y 
NX AH 
NX AYl 
NX EY 
NX OR 
NX YU 
NX#N 
NX#SID 
NX#TH 
OR DH 
OR M 
OR SIB 
OR SIP 
OR Z 
OW AO 
OW DH 
OW EYR 
OW IY 
OW OW 
OW SIC 
OW SIT 
OW W 

K#SIB / SI 
K#SIG / SI 
K#SIP / SI 
K#V / SIK 
K#Z / SIK 
L AH 
L AYl 
L EY 
L OR 
L YU 
M AR 
M EL 
M IH 
M OYl 
M#F 
M#S 
M#SIJ 
M#W 
N AE 
N AXR 
N EN 
N IX 
N UR 
N#L 
N#SIB 
N#SIP 
N#Z 
NX AO 
NX EH 
NX EYR 
NX OW 
NX#DH 
NX#R 
NX#SIG 
NX#V 
OR DX 
OR N 
OR SIC 
OR SIT 
OR ZH 
OW AR 
OW DX 
OW F 
OW L 
OW OYl 
OW SID 
OW TH 
OW Y 

L AO 
L EH 
L EYR 
L OW 
M - 
M AW 
M EM 
M IR 
M UH 
M#HH 
M#SH 
M#SIK 
M#Y 
N AH 
N AYl 
N ER 
N IY 
N UW 
N#M 
N#SIC 
N#SIT 
N#ZH 
NX AR 
NX EL 
NX IH 
NX OYl 
NX#F 
NX#S 
NX#SIJ 
NX#W 
OR EL 
OR NX 
OR SID 
OR TH 
OW - 
OW AW 
OW EH 
OW HH 
OW M 
OW R 
OW SIG 
OW UH 
OW YU 

K#SIC / S 
K#SIJ / S 
KtSIT / S 
K#W / SIK 
K#ZH / SI 
L AR 
L EL 
L IH 
L OYl 

IK & 
IK & 
IK & 
& 

K & 

M AA 
M AX 
M EN 
M IX 
M UR 
M#L 
M#SIB 
MtSIP 
M#Z 
N AO 
N DX 
N EY 
N OR 
N YU 
N#N 
N#SID 
N#TH 
NX - 
NX AW 
NX EM 
NX IR 
NX UH 
NX#HH 
NX#SH 
NX#SIK 
NX#Y 
OR F 
OR R 
OR SIG 
OR V 
OW AA 
OW AX 
OW EL 
OW IH 
OW N 
OW S 
OW SIJ 
OW UR 
OW Z 

AW 
EM 
IR 
UH 

M AE 
M AXR 
M ER 
M IY 
M UW 
M#M 
M#SIC 
M#SIT 
M#ZH 
N AR 
N EH 
N EYR 
N OW 
N#DH 
N#R 
N#SIG 
N#V 
NX AA 
NX AX 
NX EN 
NX IX 
NX UR 
NX#L 
NX#SIB 
NX#SIP 
NX#Z 
OR HH 
OR S 
OR SIJ 
OR W 
OW AE 
OW AXR 
OW ER 
OW IR 
OW NX 
OW SH 
OW SIK 
OW UW 
OW ZH 
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rwi nv9 / x, AA 0Y1 0Y2 / & AE 0Y1 0Y2 / & - 0Y1 0Y2 / & AA & AR 
0Y1 0Y2 / & AH 0Y1 0Y2 / & AO ÜY      /   ^ 
0Y1 0Y2 / S AW 0Y1 0Y2 / & AX OYi     /   ^ 
0Y1 0Y2 / & AY1 OYI OY2 / & DH OYI     / & ^ 
OYI 0Y2 / & EH OYI OY2 / & EL OYi     / & F 
OYI 0Y2 / & EY OYI OY2 / & EYR IR 

OYI OY2 / & HH OYI OY2 / & IH OYI O   / & L 
OYI ÜY2 / & IX OYI OY2 / & IY oy2   & ^ 
OYI OY2 / & M OYI OY2 / & N OY2   & oyl 
OYI OY2 / & OR OYI OY2 / & OW & SH 
OYI OY2 / & R OYI OY2 / & S ux 
OYI OY2 / & SIB OYI OY2 / & S C OYl OY2 / & giK 
OYI OY2 / & SIG OYI OY2 / & SIJ OY      / & ^ 
OYI OY2 / & SIP OYI OY2 / & SIT UY 
OYI OY2 / & ÜH OY  OY  /   UR OYl 0^ / & Y 
OYI 0Y2 / & V OYl 0Y2 / & w & zH 
OYl 0Y2 / & YU OYl ^2 / & Z AE   OY1 & 
0Y2 " / 0Y11

& nv2 AS / 111   I 0Y2 AR / OYl & 0Y2 AH / OYl & 0Y2 AO / OYl & AXR   OY1 & 
0Y2 AW / OYl & 0Y2 AX / OYl & 0Y]L & 
0Y2 AY1 / OYl & 0Y2 DH / OYl & ER   OY1 & 

0Y2 EH / OYl & 0Y2 ^ / OYl & F / OYl & 
0Y2 EY / OYl & 0Y2 EYR /OYl & 0^ ^Z  OYI & 

0Y2 HH / OYl & 0Y2 IH / OYl S OY2 L / OYl & 
0Y2 IX / OYl & 0Y2 JY / OYl & 0Yl & 
0Y2 M / OYl & 0Y2 « / OYl & 0Yl & 
0Y2 OR / OYl & 0Y2 OW / OYl & ^   OY1 & 
0Y2 R / OYl & 0Y2 S / OYl & OY2 SID / 0Yl & 
0Y2 SIB / OYl & 0Y2 SIC / OYl * oYl & 
0Y2 SIG / OYl & 0Y2 SIJ / OYl S ^   OYI & 
0Y2 SIP / OYl & 0Y2 flT / OYl & 0Yl & 

0Y2 UH / OYl & 0Y2 ^/  ^   & OY2 Y / OYl & 
0Y2 V / OYl &        0Y2 W / OYl & ^   oYl & 

(Y2 YU / OYl &        SYL A??V P AE / SIP & 
P " / SIP &          p tS / SIP I P AR / SIP & P AH / SIP &          P AO / SIP & p AXR   sip & 

P AW / SIP &         P AX / SIP & / sip & 
P AY1 / SIP &        P EH / SIP & sip & 

P ^ < SIP &         p FYR / SIP & P IH / SIP S 
P EY / SIP &          P ^R/sJp &

& P IY / SIP & 
P IP / SIP &          P ;X/Sip &

& P OR / SIP & 
P L / S SIP &         P W SIP & P R / S SIP & 
P OW / SIP &         P O^/s^j.' P UR / SIP & 
P R / SIP &          I™/,  HI   I P#DH / SIP & P uw / SIP &      P YU / SIP & sip & 

P#F / SIP &          PIM / S?P & P#R / SIP & 

P#M / SIP &           plsH / SIP & P#SIB / SIP & 
p#S / SIP &        P*

SH
 / biF *■ 

T> 
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P#SIC / SIP & 
P#SIJ / SIP & 
P#SIT / SIP & 
P#W / SIP & 
P#ZH / SIP & 
R -        R AA 
R AW       R AX 
R EM       R EN 
R IR       R IX 
R UH      R UR 
R#L        R#M 
R#SIB      R#SIC 
R#SIP      R#SIT 
R#Z        R#ZH 
S AO       S AR 
S EH       S EL 
S EYR      S IH 
S M        S N 
S SIK / & K L 
S SIP 
S SIP / & P L 
S SIT 
S SIT / & T R 
S UH      S UR 
S#F        S#HH 
S#S        S#SH 
S#SIJ     S#SIK 
S#W       S#Y 
SH AE      SH AH 
SH AXR     SH AY1 
SH ER      SH EY 
SH IY      SH OR 
SH UR      SH UW 
SH#L       SH#M 
SH#SIB     SH#SIC 
SH#SIP     SH#SIT 
SH#Z       SH#ZH 
SIB B / & # DH 
SIB B / & # L 
SIB B / & # R 
SIB B / & # SIB 
SIB B / & # SIG 
SIB B / & # SIP 
SIB B / & t V 
SIB B / & # Z 
SIB B / & AA 
SIB B / & AO 
SIB B / & AX 

P#SID / SIP & 
P#SIK / SIP & 
P#TH / SIP & 
P#Y / SIP & 

R AE R AH 
R AXR R AYl 
R ER R EY 
R IY R OR 
R uw R#DH 
R#N R#R 
R#SID R#SIG 
R#TH R#V 
S - S AA 
S AW S AX 
S EM S EN 
S IR S IX 
S OR S OW 
S SIK / & K R 

S SIP / & P R 

s uw s w 
S#L S#M 
S#SIB S#SIC 
S#SI? S#SIT 
S#Z S#ZH 
SH AO SH AR 
SH EH SH EL 
SH EYR SH IH 
SH OW SH OYl 
SH YU SH#DH 
SH#N SH#R 
SH#SIE ) SH#SIG 
SH#TH SH#V 

SIB B / & # F 
SIB B / & # M 
SIB B / & # S 
SIB B / & # SIC 
SIB 3 / & # SIJ 
SIB B / & # SIT 
SIB B / & # w 
SIB B / & # ZH 
SIB B / & AE 
SIB B / & AR 
SIB B / & AXR 

P#SIG / SIP & 
P#SIP / SIP & 
P#V / SIP & 
P#Z / SIP & 

R AO R AR 
R EH R EL 
R EYR R IH 
R OW R OYl 
R#F R#HH 
R#S R#SH 
R#SIJ R#SIK 
R#W R#Y 
S AE S AH 
S AXR S AYl 
S ER S EY 
S IY S L 
S OYl S SIK 
S SIK / & K W 

S YU S#DH 
S#N S#R 
S#SID S#SIG 
S#TH S#V 
SH - SH AA 
SH AW SH AX 
SH EM SH EN 
SH IR SH IX 
SH R SH UH 
SH#F SH#HH 
SH#S SH#SH 
SH#SIJ SH#SIK 
SH#W SH#Y 

SIB B / & # HH 
SIB B / & # N 
SIB B / & # SH 
SIB B / & # SID 
SIB B / & # SIK 
SIB B / & # TH 
SIB B / & # Y 
SIB B / & - 
SIB B / & AH 
SIB B / & AW 
SIB B / & AYl 
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SIB B / & EH SIB B / & EL SIB B / & EM 
SIB B / & EN SIB B / & ER SIB B / & EY 
SIB B / & EYR SIB B / & IH SIB B / & IR 
SIB B / & IX SIB B / & IY SIB B / & L 
SIB B / & OR SIB B / & OW SIB B / & OYl 
SIB B / & R SIB B / & UH SIB B / & UR 
SIB B / & UW SIB B / & YU SIC CP / « . # DH 
SIC CH / s # F SIC CH / s < # HH SIC CH / « . # L 
SIC CH / s # M SIC CP / s . # N SIC CP / s ■ # R 

SIC CH / s # s SIC CP / s . # SH SIC CP / s < # SIB 
SIC CH / s # SIC SIC CP / s . # SID SIC CP / s , # SIG 
SIC CH / s # SIJ SIC CP / 5 . # SIK SIC CP / s < # SIP 
SIC CH / 5 # SIT SIC CP / i ■ # TH SIC CP / * < # V 
SIC CH / s . # w SIC CP /   i < # Y SIC CP / « < # z 
SIC CH / s # 7.H SIC CP /   « t - SIC CP [ / & AA 
SIC CH / 8 e AE SIC CP ( / £ , AH SIC CP [ / & AC 
SIC CH / « < AR SIC CP ! / & AW SIC CP 1 / & AX 
SIC CE / s ■ AXR SIC CP ! / i , AY1 SIC CP [ / & EH 
SIC CP / i . EL SIC CP ! / & EM SIC CP [ / & EN 
SIC CP /   i < ER SIC CP I / & EY SIC CP [ / & EYR 
SIC CF I   /   « i   IH SIC CP [ / & IR SIC CP [ / & IX 
SIC CV I / & IY SIC CP I / & OR SIC CI t / & OW 
SIC CF t / i . OYl SIC CP [ / & UH SIC CP [ / & UR 
SIC CP [ / & UW SIC CP [ / & YU SID D / & # DH 
SID D / & # F SID D / & # HH SID D / & # L 
SID D / & # M SID D / & # N SID D / & # R 
SID D / & # s SID D / & # SH SIC D / & # SIB 

SID D / & # SIC SID D / & # SID SID D / & # SIG 
SID D / & # SIJ SID D / & # SIK SID D / & # SIP 
SID D / & # SIT SID D / & # TH SID D / & # V 
SID D / & # w SID D / & # Y SID D / & # z 
SID D / & # ZH SID D / & - SID D / & AA 
SID D / & AE SID D / & AH SID D / & AO 
SID D / & AR SID D / & AW SID D / & AX 
SID D / & AXR SID D / & AY1 SID D / s EH 
SID D / & EL ST~) D / & EM SID D / & EN 

SID D / & ER s: a D / & EY SID D / & EYR 
SID D / & IH SID D / & IR SID D / & IX 
SID D / & IY SID D / & OR SID D / & OW 

SID D / & OYl SID D / & R SID D / & UH 
SID D / & UR SID D / & UW SID D / & W 
SID D / & YU SIG G / & # DH SIG G / & # F 

SIG G / & # HH SIG G / & # L SIG G / & # M 
SIG G / & # N SIG G / & # R SIG G / & # S 
SIG G / & # SH SIG G / & # SIB SIG G / & # SIC 

SIG G / & # SID SIG G / & # SIG SIG G / & # SIJ 
SIG G / & # SIK SIG G / & # SIP SIG G / & # SIT 

SIG G / & # TH SIG G / & # v SIG G / & # W 
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« Q-rr r / & # Z SIG G / & # ZH 
SIG G < & # Y llG G / I   AA SIG G / & AE SIG G   ^   lu 111   G / & AO SIG G / & AR 
SIG G / & AH cxr r / ! AX SIG G / & AXR 
SIG G / & AW ll^r/l   FH SIG G / & EL SIG G / & AY1 SIG y   HI HI   G ^ & ER 
SIG G ^ & w llG G / I   E?R SIG G / & IH SIG G / ^ EY lire/  I   TX SIG G / & IY SIG G / & P llG G  /III SIG G / & OW SIG G / & L SIG G / & OR SIG G / & UH 
S1G G / & 0I1 |TG G / & UW SIG G / & W SIG G / & UR SIG G / & UW SIJ JH / & # F 
SIG G / & YU SIJ J« / ^ * °H su JH / & # M 
SIJ JH / & # HH SIJ JH / & J L b   JH / & # S 
SIJ JH / & # N 5^ TH / & # SIB SIJ JH / & # SIC 
SIJ JH / i # SH SIJ JH / & # SIB ^   JH / & # SIJ 
SIJ JH / & J SID SIJ JH / &   SIG SIJ JH / & # SIT 
SIJ JH / & # SIK SIJ JH / & # SIP bj  JH / & # W 
SIJ JH / & # TH SIJ JH / &   V SIJ JH /     ZH 
SIJ JH / & I Y SIJ JH   & t Z JH   & AE 
SIJ JH < & I« ^J JH / & AO SIJ JH / & AR SIJ JH / & AH SIJ JH / & AU & AXR 

SIJ JH / & AW SIJ JH / & AX |      / & EL 
SIJ JH / & AY1 SIJ JH / & EH SIJ ^ / & ^ 
SIJ JH / & EM         SIJ JH / & EN JH / & IH 
SU JH / S EY        SIJ JH / & EYR SIJ ^ / & ^ 
SIJ JH ' & no ?TJ jS / & OW SIJ JH / & OYl SIJ JH / & OR        SIJ JH / & OW JH / & UW 

^JJ S   J ^ - JKHA%;OH SIK K / * # E 
SIK K / & ! f        IlK K 'Z &

&   H SIK K / & I   S 
SIK K / & * ^        IlK K / & # SIB SIK K / & # SIC 
SIK K ^ & t cxn       STK K / ' # SIG SIK K / & # SIJ 
SIK K / & # SID      till   /   ll   SIP SIK K / & # SIT 
SIK K / S. I SIK       SIK K / & # SIP SIK K / & # W 
SIK K / & J TH       SIK K / & # V SIK K / & # ZH 
SIK K / & # Y SIK y   I*   Z SIK K / & AE 
SIK K < & In SIK K / & AÖ SIK K / & AR SIK K / & AH SIK K / & AU SIK K / & AXR 
SIK K / & AW SIK y   HI HI   K ^ & E. 
SIK K < & ^M IlK K / t EN SIK K / & ER 
SIK K / ' !v llK K / S EYR        SIK K / & IH SIK K < & fl PK K / & IX SIK K / & IY SIK K / & IR ITI   V        I   OR SIK K / & OW 
SIK K / & L SIK K ^    - SIK K / & UH 
SIK K / & OYl SIR   ^ & SIK K / & W 
SIK K / & UP SIK .   ,   S ÜW SIK K / S & R 

HI  I  '/  I  l\ I"   P / & # DH       SIP P / & # F 
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SIP P / & # HK 
SIP P / & # N 
SIP P / & # SH 
SIP P / & # SID 
SIP P / & # SIK 
SIP P / & # TH 
SIP P / & # Y 
SIP P / & - 
SIP P / & AH 
SIP P / & AW 
SIP P / & AY1 
SIP P / & EM 
SIP P / & EY 
SIP P / & IR 
SIP P / & L 
SIP P / & 0Y1 
SIP P / & UR 
SIP P / S & L 
SIT T / & # F 
SIT T / & # M 
SIT T / & # S 
SIT T / & # SIC 
SIT T / & # SIJ 
SIT T / & # SIT 
SIT T / & # W 
SIT T / & # ZH 
SIT T / & AE 
SIT T / & AR 
SIT T / & AXR 
SIT T / & EL 
SIT T / & ER 
SIT T / & IH 
SIT T / & IY 
SIT T / & OYl 
SIT T / & UR 
SIT T / & YU 
T AA / SIT & 
T AO / SIT & 
T AX / SIT & 
T EH / SIT & 
T EN / SIT & 
T EYR / SIT & 
T IX / SIT & 
T OW / SIT & 
T R / SIT & 
T UW / SIT & 
T#DH / SIT & 
T#L / SIT & 

SIP P / & # L 
SIP P / & # R 
SIP P / & # SIB 
SIP P / St # SIG 
SIP P / St # SIP 
SIP P / & # V 
SIP P / St # Z 
SIP P / St AA 
SIP P / St AO 
SIP P / 5« AX 
SIP P / St EH 
SIP P / St EN 
SIP P / St EYR 
SIP P / St IX 
SIP P / St OR 
SIP P / & R 
SIP P / St UW 
SIP P / S S. R 
SIT T / & # HH 
SIT T / St # N 
SIT T / & # SH 
SIT T / & # SID 
SIT T / & # SIK 
SIT T / S. # TH 
SIT T / St # Y 
SIT T / St - 
SIT T / St AH 
SIT T / St AW 
SIT T / St AYl 
SIT T / & EM 
SIT T / St EY 
SIT T / St IR 
SIT T / St OR 
SIT T / S. R 
SIT T / St UW 
SIT T / S St R 
T AE / SIT St 
T AR / SIT St 
T AXR / SIT St 
T EL / SIT St 
T ER / SIT St 
T IH / SIT & 
T IY / SIT S. 
T OYl / STT St 
T UH / SIT & 
T W / SIT St 
T#F / SIT & 
T#M / SIT S. 

SIP P / St # M 
SIP P / s< # s 
SIP P / & # SIC 
SIP P / & # SIJ 
SIP P / & # SIT 
SIP P / s< # w 
SIP P / s< # ZH 
SIP P / St AE 
SIP P / S. AR 
SIP F / St AXR 
SIP P / & EL 
SIP P / s, ER 
SIP P / s< IH 
SIP P / s< IY 
SIP P / & OW 
SIP P / s. UH 
SIP P / s. YU 
SIT T / & # DH 
SIT T / St # L 
SIT T / St # R 
SIT T / St # SIB 
SIT T / St # SIG 
SIT T / s. # SIP 
SIT T / St # v 
SIT T / St # z 
SIT T / & AA 
SIT T / s, AO 
SIT T / St AX 
SIT T / & EH 
SIT T / s< EN 
SIT T / St EYR 
SIT T / s< IX 
SIT T / s, OW 
SIT T / St UH 
SIT T / St w 
T - / SIT S, 

T AH / : STT St 

T AW / DIT & 
T Vfl / o Vf ci 

1    c'M / FI T & 
T FY / :IT St 

T IR / 51 T & 
T 0^ , 51 7 £ 

T ? / S . IT « 
T ;K / o . T Ä 

T yj / .^TT & 
", :-iH / ST T St 
ri?M / o rT Jl 

  . ...   
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T#R / SIT 
T#SIB / SI 
T#SIG / SI 
T#SIP / SI 
T#V / SIT 
T#Z / SIT 
TH - 
TH AW 
TH EM 
TH IR 
TH R 
TH#DH 
TH#R 
TH#SIG 
TH#V 
TQ EM 
UH HH 
UH S 
UH SIJ 
UH W 
UR EL 
UR NX 
UR SID 
UR TH 
UW - 
UW AW 
UW EH 
UW HH 
UW M 
UW R 
UW SIG 
UW UH 
UW YU 
V AH 
V AYl 
V EY 
V OR 
V YU 
V#N 
V#SID 
V#TH 
W AA 
W AX 
W EN 
W IX 
W UR 
Y AR 
Y EL 

TH AA 
TH AX 
TH EN 
TH IX 
TH UH 
TH#F 
TH#S 
TH#SIJ 
TH#W 
TQ EN 
UH L 
UH SH 
UH SIK 
UH Y 
UR F 
UR R 
UR SIG 
UR V 
UW AA 
UW AX 
UW EL 
UW IH 
UW N 
UW S 
UW SIJ 
UW UR 
UW Z 
V AO 
V EH 
V EYR 
V OW 
V#DH 
V#R 
V#SIG 
V#V 
W AE 
W AXR 
W ER 
W IY 
W UW 
Y AW 
Y EM 

T#S / SIT 
T#SIC / S 
T#SIJ / S 
T#SIT / S 
T#W / SIT 
T#ZH / SI 
TH AE 
TH AXR 
TH ER 
TH IY 
TH UR 
TH#HH 
TH#SH 
TH#SIK 
TH#Y 
UH DH 
UH M 
UH SIB 
UH SIP 
UH Z 
UR HH 
UR S 
UR SIJ 
UR W 
UW AE 
UW AXR 
UW ER 
UW IR 
UW NX 
UW SH 
UW SIK 
UW UW 
UW ZH 
V AR 
V EL 
V IH 
V OYl 
V#F 
V#S 
V#SIJ 
V#W 
W AH 
W AYl 
W EY 
W OR 
Y AA 
Y AX 
Y EN 

& 
& 
& 

& 
IT 
IT 
IT 
& 

T & 
TH AH 
TH AYl 
TH EY 
TH OR 
TH UW 
TH#L 
TH#SIB 
TH#SIP 
TH#Z 
UH DX 
UH N 
UH SIC 
UH SIT 
UH ZH 
UR L 
UR SH 
UR SIK 
UR Y 
UW AH 
UW AYl 
UW EY 
UW IX 
UW OR 
UW SIB 
UW SIP 
UW v 
V - 
V AW 
V EM 
V IR 
V UH 
V#HH 
V#SH 
V#SIK 
V#Y 
W AO 
W EH 
W EYR 
W OW 
Y AE 
Y AXR 
Y ER 

T#SH / SIT & 
T#SID / SIT & 
T#SIK / SIT & 
T#TH / SIT & 
T#Y / SIT & 

TH AO 
TH EH 
TH EYR 
TH OW 
TH W 
TH#M 
TH#SIC 
TH#SIT 
TH#ZH 
UH EL 
UH NX 
UH SID 
UH TH 
UR DH 
UR M 
UR SIB 
UR SIP 
UR Z 
UW AO 
UW DH 
UW EYR 
UW IY 
UW OW 
UW SIC 
UW SIT 
UW W 
V AA 
V AX 
V EN 
V IX 
V UR 
V#L 
V#SIB 
V#SIP 
VIZ 
W AR 
W EL 
W IH 
W OYl 
Y AH 
Y AYl 
Y EY 

TH AR 
TH EL 
TH IH 
TH OYl 
TH YU 
TH#N 
TH#SID 
TH#TH 
TQ EL 
UH F 
UH R 
UH SIG 
UH V 
UR DX 
UR N 
OR SIC 
UR SIT 
UR ZH 
UW AR 
UW DX 
UW F 
UW L 
UW OYl 
TJW SID 
UW TH 
UW Y 
V AE 
V AXR 
V ER 
V IY 
V UW 
V#M 
V#SIC 
V#SIT 
V#ZH 
W AW 
W EM 
W IR 
W UH 
Y AO 
Y EH 
Y EYR 
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Y IH 
Y 0Y1 
YU F 
YU S 
YU SIJ 
YU Z 
Z AO 
Z EH 
Z EYR 
Z OW 
Z#DH 
Z#R 
Z#SIG 
Z#V 
ZH AA 
ZH AX 
ZH EN 
ZH IX 
ZH UR 
ZH#L 
ZH#SI3 
ZH#SIP 
ZH#Z 

Y IR 
Y UH 
YU HH 
YU SH 
YU SIK 
YU ZH 
Z AR 
Z EL 
Z IH 
Z OYl 
Z#F 
Z#S 
Z#SIJ 
Z#W 
ZH AE 
ZH AXR 
ZH ER 
ZH IY 
ZH UW 
ZH#M 
ZH#SIC 
ZH#SIT 
ZH#ZH 

Z 
Z 
z 
z 

Y IX 
Y UR 
YU L 
YU SIB 
YU SIP 
Z - 

AW 
EM 
IR 
UH 

Z#HH 
Z#SH 
Z#SIK 
Z#Y 
ZH AH 
ZH AYl 
ZK EY 
ZH OR 
ZH YU 
ZH#N 
ZH#SID 
ZH#TH 

Z 
Z 
Z 
Z 

Y IY 
Y UW 
YU M 
YU SIC 
YU SIT 
Z AA 

AX 
EN 
IX 
UR 

Z#L 
Z#SIB 
Z#SIP 
Z#Z 
ZH AO 
ZH EH 
ZH EYR 
ZH OW 
ZH#DH 
ZH#R 
ZH#SIG 
ZH#V 

Z 
Z 
z 
z 

Y OR 
YU DH 
YU N 
YU SID 
YU TH 
Z AE 

AXR 
ER 
IY 
UW 

Z#M 
Z#SIC 
Z#SIT 
Z#ZH 
ZH AR 
ZH EL 
ZH IH 
ZH OYl 
ZH#F 
ZH#S 
ZH#SIJ 
ZH#W 

Z 
z 
z 
z 

Y OW 
YU EL 
YU NX 
YU SIG 
YU V 
3 AH 

AYl 
EY 
OR 
YU 

Z#N 
Z#SID 
Z#TH 
ZH - 
ZH AW 
ZH EM 
ZH IR 
ZH UH 
ZH#HH 
ZH#SH 
ZH#SIK 
ZH#Y 
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APPENDIX C 

AN ADAPTIVE-TRANSFOPM BASEBAND CODER 

ting of "he Acoustical (Proceedings of _ the 97th Meeting ot -e - 
Society of America, pp. 377-380, June i^/s 
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MM10 

AN   ADAPTIVE-TRANSFORM  BASEBAND  CODER 

]   -r.r.   ^   ^ ..^ul  5oU  aer.neK  ana Newman  Inc.,   ^orv.,-.- 
MA  3212S 

in a 5a3e0ana .oder, ^eBa-aband^y^coled In .number^    ^^^ 

e4^ly
Ui-io^ ««^ ^Äclä ^il« U-o/tS: lUTrTl fuptLtion proc 

^"iui'r^""« ir^%ön"-^^a1n%oäing of ^e .aseoan. r,Sidual. 

lora 
our 

ess. 

^ni;riiiJ"gtion 
-Oj , were eriainally 

the 

Baseband coders, or what are ^ 3lt°de^ '"suoh^as^LPC^'cLnn.l and ^«omorpn^ 
-ronosed as a oomproalse between pitah-excited -°a«" attractive alternatives at lats rataa 
JooSders) and «vefora coders. Today, »""f^ata rates has oe^ome increasingly important because 
T-e range 6.4-9.6 kb/s. This range »f/f" ^"e' „„ 3ver regular telephone lines, iodeasare^w available that operate reliably at range o 

aelow, we snail assuae that, a- 
receiver, the synthesizer obeys 
lenerai synthesis model shown in tig. ^ 
In the figure, the synthetic or 
reconstructed speech signal r('].'", 
generated as the result 01 applying a 
time-varying excitation signal ^U as 
Inout to a tis»-varying spectral shaping 
filter The spectral envelope of the sx- 

i I«v«t«o« of the synthetic speech is 
station is assuaed to be flat, so that ^e spectral enV

T^
0P

p
e
ara^te;s of tSe aodel, ^:'^ 

-^ i ned -Pletely by the ^^e(1^r tra^iita. Periodically by 
excitation ana cne '^--= ' , ,h. ,nB(ieh < 

FLAT SPECTRUM 
EXCITATION 
GENERATOR 

EXCITATION 

SIGNAL 

SYNTHETIC 

SPEECH 
,rl 

Fig. 3asic synthesis nodal for baseband coder. 

band constitute the excitation a^z,   « ^ *,  

and coder, synthetic speech ^^^r^^orsp^ctrar^ete^:1^ f  the In a baseband 
baseband, b) 
hiah-frequency regenerat 
the second and fourth factors. 

a agaJjtuaiaSSÜ^flä 3s°^hanfl gfldfig. 
Figure 2 snows the transmitter P^i?"f.,?) "^ttd^tlwlaris" filtered vith the 

nr-diction (LPO representation. "heu
sPeech.^n;vlföri e(t)  The subsequent coding :: e^tj aay 

digital baseoand coder, oased on » ' ir-"r 

propose 

S(t) 

INPUT 
SPEECH 

DISCRETE 
COSINE 

TRANSFORM 

ADAPTIVE 
TRANSFORM CODING 

OF 3ASE3AND 

LPC 
ANALYSIS 

PARAMETERS 

CHANNEL 

Fig. 2 Transmitter tor adaptlve-transror* baseband coder 

r  — (KC*-   -f the -esidual e(t) is obtained ana 
As shown in Fig. 2,,the ^^^Xl^^^^^  ^^ ^/^T1^ .j-a  irr -»ehnicues.  tne necessary j.u»tJ=i=* ■        fh  fiure. since it can oe iun= 
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iwrjww^^»^- ■ 

tranSnltted. The .e.nod of cod.ng 13 «plained In "e nex? seo^on  At ;f „^^  ^^rLgn^!: 
3),  -he  tas«  ^e ^ regenerate :he hign-fr.auencypor -on .I  .e.C.M ...e |  ,. 
perfora an -.nverse wavaa transformation, and synthesise .r.e output spe«cn,  is^ % 

rig. 

:R0M 

CHANNEL 

DECODING 
OF 

SASEBANO 

HIGH-r'REQUENCY ( 
REGENERATION | 

INVERSE 
COSINE 

rRANSFORM 

uU) 

PARAMETERS. 

Fig. 3 Receiver for adaptive-transform baseband coder. 

Transfora Codir.g 

Adaptive transfer coding has been recently ^-^^^ ^^^hodf'^i" 
transmission of the speecn signal [9, '0;"^than thS?'of the rtsidual.  There are severa 
transform of the speech signal itself rather .han that ?' ^ -^^  ^  0ne 10portant 
to prefer .sing ATC to =^e the residual «^.r^han the speeon signal.  ^P ^^ 

^r^rÄ «U=r ^ii^c^^r^-beLer^ mes is .ecessar.  .^have verified 

srÄr1^ f?hethfuu!u T^rzt ITZ^Z ^sik. ^ the 
residual are mentioned later in this section. 

iTr af .neech.  Here, we briefly review ATC of speech and give it a new interpretation. Mizn 
we useto'introduce the changes that are necessary for using ATC to iode the residual. 

digital 
with the 
1 reasons 
reason is 
.tinuities 
the above 
reach a 
baseband 

the 
the 

aaas 
tne 
DCT 

o be 
of 

:or 
ture 

to model pitch JO]. 

,„ ü»™«. ..y « ■"•»»»„■-", 2""jä=s"°,. sss'-Uoni« iü»5;sT 'S" n.or^r: 
tÄSToÄ^^'Ä'"-' ä SxAn^rsA,. :=- ut.™....... =■• 
^TCp"« She way  for using ATC in coding the  residual. 

Ü maal.    The DCT of the residual    can b. ^»"«rjd    t^ be^ ^^-^f^;^^^ 
"normiliied" DCT of speech. The reason is ^t W*?** ^T oo^fflcients of the speecn by 
approximately equivalent in the ^"»f°" dOT£?p^0^"yisinl the same nvsöer of bits allocated 
the magnitude of the LPC sp«tral *™*W>*- a^ ^yi^ the step-size for -.ach DCT coeffioient in 
at each  frequency as  in  ^e ua^i ATC -.ase    and varying^ne        P ^m-ams  the  same S/Q ratio 
proportion    to    the a^mtude  spectrum of  ^ne  ur-  ■iiV.rac  ■ — 
as  in ATC of the speech. 

,„,*•..      um     i«!Prt     i.PCy    to    code     tne    baseband 
In recent  experiments [12] with the ^"bafbie^

a
o
er

d;te^ine
JS!d,at

AP
3
C

ome of the roughness  U  the 
residual.      In    these    experiments,    we    were    »Die " ^ermin proposed    baseoand 
reconstructed speech "8"al/a^?u«"irf'Efficient 'ncrefse in S-'S over APCT to help eliminate 
coder,     ATC    of the  ^seband will provide a ^.f^f a^

r?^orp0r3te spectral noise  shaping  into 
Z ZlTo'  ^Ssrr^^^d^-onlhffiu-iand speech dO.n]. 

W, note here that the proposed scheme is * ?™^^^^e^^V £^1*'^ 
nicely to the pitch-adaptiv, HF ?«^, =a 9^ c^ edfu ^sä .^^^fual or any portion thereof. 
of the proposed soneme ^/•h" r1,/' ^t^^ons wher- a aultirate system is desired. :cr tne Thus, it lends itself quite easi-y.o situations -her a ^    ^    ^  ,33eDana .s 

full-band case,  the transmission rate  is  ID «D/S. 
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srananucted The wiiita or the baseoand is latarainad 
are icnievea oy increasing :r leoreasing -he ""Boer o£ 
or narrower oaseoanaa. We plan to :.st our scheme In 

ov :ae ;nannel bandwiitn. Various 
transmitted DCT :oeffioiencs,  i- 

a muicirace environment. 

iit-races 

mjn sgaaaanaa aagaflacaiAfla 

HFH 
of 

the 
of 
we 

It is weil-^own that if the ^^\™^^^^,r^^ lUll^ll "'be 
adjaoenc hanaonics, a waveform containing ail ^öe

Lna^^°^"3 '^„^emorv, nonlinear device. A 
graced by feeding ^^«^»f ^^^f p^v^de the "quisUe ^onlinearity-nas oeen some form of 
traditional  approach used  in  the  ?a3t  " J™, :°=n:"„  ^1   ,  n9W HFH method  oaseo  m duplication of 

r's.rrrSÄ. "-rÄ 
and 3 denotes tne width of the haseoand, with ii»lS,  where - is   -nueg 

Our experience with the above  mentioned 
integer-band spectral auplioation metr.ods .s t.a 
thev do not seem to cause  any  peroeptioia ^ney  uu wavetorm 
rougnness. ^s -s .nc -J^C «J.-.. 
rectification metnods. However, some low-ievei 
tjactcground tones are audible with the new 
methods. A possible reason for the^ existence 
these bacKground tones is the tact ...at 
harmonic structure is interrupted at multiples 
the baseband width B Hz. There:ore, 
hypothesized that the tones could be eiimmatea by 
adjusting the width a of the baseband to be a 
multiple of the pitch fundamental frequency on a 
short-term basis. Such a scneme would require an 
enormous amount of computation if it were :o be 
implemented in the time domain. Below, we snau. 
explain a frequency-domain pitcn-adaptive spectral 
translation metnod. 

The idea here is based on the fact that, in 
-he adaptive-transform baseoand coder, the 
oaseband DCT oomponents can oe easi-y cup-icated 
at higher frequencies, to obtain the .ji~-o&na 
excitation signal. In order not to interrupt -he 
harmonic structure of the excitation Signa.., 
estimate of the pitch must be used. UJ case 
spectral model at the transmitter makes use 
pitch, the value of pitcn is transmitted and 

  Pthe receiver can easily extract a Pitch vaiue from 

ved baseoand, e.g., by detecting the location f ^^3?^^^^^ "Sntainlng'an 
With pitch known,  the ""^er^^?=^^ 3 ■ ^"püca^ed .translated)  at  higher 

^VLrt^s ne^sJrto f^fÄaiS r^uency components. 

,0, 

readily 
the rece 
baseband 
integer 
frequenc 

W«3B 

[a.)  Baseband spectr-jm 
(b) 3-band spectraJ. folding 
'.a) 2-'oand spectral translation. 

available at the receiver. Otherwise, 

an 
ne 
of 
13 

?or voiced sounds, we found that good P-^TL™ tf'the'vaÜfy "Ü" ^erlhf "Ist 
extends from the spectral -U^J^«^^ ^S. «wr ÄScy *dsS ^^ subintervai is C Hz. 
complete harmonic present in ^e baseoand h. JPP^t;^

e
c0^i3?3 of the whole baseband, less 

and is pitch-dependent. For unvol"Vouf*' ^*„^„r^ jt 3 Hz. Following the HFH process, an 
Lta two end points: the d.c. component and the «"»P00«" " ö "«al to he aoDlied to the synthesis 
arer«   Öc7P yields    the    rull-band    t^oBaia excitation »igrai to be W^^    r>equency 

Ä.^CSitw^ r^TlÄ^ri^hr^een C and W are  regenerated. 

extra^ ?hr^iSrof Z TaUr^ ^f ^ llX^^Zl^lX 
pitch-adaptive and of width C Hz. 

s;:^ e;:rr;»"«- r^^^r. ?» u^ -.. 

for 
HFH, 

t spee 
.es of 
;h  ua 
-band 
hie. 

hen 
The 

on. 
only 

a better 
we assumed 
en spectra 
the speecn 
.nner as to 
residual. 

First, the 
it  is 

optimal" 
hen short 

bits for 
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^■H'W^ 

^aon -requency-translatad interval. The transmitted inforsation indliac« to ^ :«°ei^^*^e 

to place '.he baseband subincerval In Che n^r. frequency region, r-iat.'/e .0 ... .cmi..al „cm 

«e nave ^ple^ent.d a preUomary version .f the proposed ^---ansror, baseband toder 
and simulated its operation at a transmission rate o: . KP/S. a^.:^ ^ ^P

eac
?, .-rame. a 

6.67 kHz. we have chosen the frame size .0 be 19.- as. -•;• ■ "rf^nt.3 ,3=1., kHzj are 
,28-polnt DCT of the residual is obtained, and ^V^e first ^ '^^^^ residual using APCM. 
retained.   In our experiment!, thus  tar,  we. ^""^nd Jain larametersi  ir9  -„„Litted 

lllZlllly  11  T  T^ZT^^T^^^  -- \Tr f^llXl  residua.. 
'n a  firs  experiment, we implemented integer-band spectral translation in ^.e DCT domain 

•* fo^d ^he^fr^uencU-in results ^hf P^^
1^,^^^^ ^1";«"^ Rented "he 

low-level tones and ^ -0U3hn"3 1V,he ^^f^^^ v »l^i-ot.s-ne low-Level tones, but 
^ronosed oi-on-adaptive HFR method and found that it .argely »iiminates ^e -u ?,LTi v ■- , ►htrd 
it'tntro^ö« a 'oertain amount of roughness -mini.oent ^/- ^ ^ ; s.0 ; tlä Ion" feature 
experiment, we performed the pitch-adaptive fH ^f *f '^ ' *e found that this system provides a 

.'.-inc'-iiaions 

is in the frequency domain, the method lends -"«^n
ver{1"

31:^ «thod we described for transform 
translation method of high-frequency regeneration  Also, ^«»f™ tot ion thereof.  Therefore, 
toding the residual is applioable to the full-band residual, or any .raotlon 
this coder is an attractive possibility as a multi-rate system. 
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A Fast Cosine Transform in One and Two 
Dimensions 

JOHN MAKHOUL, SENIOR MEMBER, IEEE 

JI 

Abstnct-V* discrete cosine transfonn (DCD of .n ^J f 
ZZ derived bv Uking the discrete Fourier transform (HPT) of . 

Tt^. -nix   "1 of the agnal. I. is shown *.t the «n,. «.^J 

^e original signal, with . resultmg savng of 1/2.  If «« nut 

^^T is (Ferret rrccTpÄ ztm <>< 
sZ T SZm™^- THe method is then extend^ to ^o dl- 
mSons. with a saLg of 1/4 over the traditional method that uses the 

DFT. 

I. INTRODUCTION 

THE terete cosine transfonn (DCT) has had a number of 
applications in image process.ng (see (1]) and more re- 

cently   in speech passing [H [3).   Compared to other 
orthogonal  transfo.ms, its performance seems to compare 
most favorably with the optimal Karhunen-Ueve transform 
of a large number of signal classes [21, [41. It has been shown 
',at the DCT of an Spornt signal can be computed using a 

2V.noint discrete Founer transform (DFT) 14).  Chene/fli. 
ni used matrix factorization to derive a special algonthm to 
compute the DCT of a signal with N a power 2, resulting in a 
saving of 1/2 over the prev.ous method when the latter uses 
the fast Founer transform (FFT).'   More recently Naras.mha 
and Peterson [7]  developed a method that employs an*- 
point DFT of a reordered version of the signal   «^e * « 
assumed to be even), resulting in a similar saving of 1/2. When 
N is a power of 2, use of the FFT results in a saving compara- 
ble to that of Chen et al [l].  However, in the algorithm of 
Narasimha and Peterson, one can use existing software to com- 
pute the FFT instead of implementing a special algorithm lor 

^algorithm presented here for the 1-D case is essentially 
identical to that of Narasimha and Peterson [1]* Our algo- 
rithm is more general in that N may be odd or even. This 
generaluation and the extension to the 2-0 case are facilitated 

Manuscript received November 27, 1978; revised April 25. 1979and 
Au/us ä 9 9. rms uork .as supported by the ^aneed Research 
frojects Agency and monitored by RADC/ETC underContrac. I 19628- 

"-nK^hor is with Bolt Beranek and Newman. Inc.. Cambridge. MA 

,,,l/1^,.,p,,Ml,.»n     T,„,u,l;;. >»..». 0;KO^^^ 

paper. 

by the v.ew taken that the DCT can be regarded essentially as 
the DFT of an even extension of the signal. The generalaation 

to the m-n case should then be '',ra^tf°rwa^ ^' "' 
suiting saving of 1/2'" over the traditional method that em- 
P o     the DFT.   In [71 the authors mention that the inverse 
D?T can be obtained usmg a number of computations equd 
to that of the forward DCT.  Here, we show how this can be 
done   Procedures for the forward and inverse fast cosine trans- 
forms are presented for easy implementation on the computer 

Finally, an appendix is included .ha. pre-.s a me.ho   and 
assoca.ed flowgraphs for efficient compu.a.ion of .he DFT of 
a real sequence and the 1DFT of a Hemutian symme.r.c se- 
quence. The fiowgraphs are believed to be novel. 

11   DISCRETE COSINE TRANSFORM 

To motivate the deriva.ion of the DCT presented below, we 
shall firs, review some basic discrete-time Fourier theory 

U. tin) be a discrete-time s.gnal and ATM its Fourier trans- 
form.   In one definition the cosine transform o^"   " *e 

real par. of X(co).  The real par. of *M is a so equal ..h 
Fourier transform of the even part of x(«), defined b  xt{n) 
[Xin)*x{-n)]l2  (see   [81.  for example).    Therefore, the 
oL; transform of x(«) is equal to the Founer transform o 

xJn).   Now, if x{n) is causal, i.e.. x{n) = 0 for n < 0, then 
xJn) and. therefore, the cosine transform uniquely specifies 
xt).  In that case, x» can be thought of as an even exten. 
sion of x(n).  Therefore, the cosine transform ot a causal xW 
a„ be obtained as .he Fourier transform of an even extension 

of xin).   This v.ewpoint forms the basis of .he derivation of 

^As^exampie. Fig. Ka) shows a causal signal x(«), and Fig- 
1(b) shows an even extension of x(rt)./,(") = *(") + *< «' 

v. (.) is equal .o twice the even par. of x(^l Another pos- 
ible even extension of x(n) is shown in Fig. He), where 
y7{n) = x{n) + x(-n-\). >-,(«) is even about the point« 0 
U!.l^:(.) .even about « = -0.5. The Founer .rai^rn^ 

..(„Ms real, while the Fourier transform o! .v.C«) contams a 
linea -phase term corresponding to the half-sample ^ f et 
Cosine transforms based on ^(.Oor v2(rOcan be defined and 
from whichx(M)can be determined uniquely. 

!n .he example above we assumed .ha. .he Founer transform 
is computed a. all frequencies. In practice, one usually com- 
pu.es the discrete Founer transform (DFT) a, a finite numb« 
of equally spaced frequencies. For '^^>^"3 J " ^ 
covered in Us aliased periodic form from .he Di T 18. in 
attempting to form even extensions of a s.gnal where the ex- 

dei signals are constrained .o be periodic, one has add.- 

0096-3518/80/0200-0027S00.75 © 1980 ItF.E 
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(0 

Fig. 1. (a) Causal signal x(n). (b) An even exension of Jt(n), >(',«), 
about n = 0. (c) Another even extension c( x(n), yjin), about 
« = -0.5. 

tional choices in defining those extensions. \s an example, 
let x(n), Q<n<,N- 1, be the sequence given by thf. four 
nonzero samples in Fig. 1(a) (i.e., iV = 4). Fig. 2 shows four 
different even extensions of x{n). v, («) is a (2.V - :.)-point 
even extension; J^JC") and yjin) are two differen. {2N - 1)- 
point even extensions; andy^in) is a ZA^-point even extension. 
Each of the four extension definitions could form .he basis 
for a DCT definition. The most common form of the DCT is 
the one derived from the 2yV-point even extension .M'O and 
is the one discussed in this paper. 

A. Forward DCT 

We desire the DCT of an jV-point real data sequence x{n). 

? 
»,lnl 

r 
0 ?       ? T              ♦ < > 

ll hi 'V 
a 

!     . 
0 

(a) 

2N-2 

LL 

V,! "• 

Irr! 
2N-1 

(b) 

V,l "» 

1 ( , 

?    ? r .    _L M ? 

0 

(c) 

LL 
if-       - 

! T T I 
0 N-1 2N n 

(d) 
l"ig. 2. Tour different periodic even extensions of the nonzero x{n) 

samples in 1 ig. 1(a). (a) yiin) is a (2A' - 2)-point even extension, 
(b) and (r) v2(/i) and yjOi) die two different (2A' - D-point even 
extensions, (d) .V4(n) is a 2.V-poinl even extension. The DCT dis- 
cussed in this paper is denved from the 2A'-point even extension 

where 

WM*e''2nlM. 

Substituting (1) in (3), we have: 

(4) 

yv-i 2.V-I 
Y(k)= Y, XW ^J'V +   £   x{2N -n- \) WZft. 

n«0 n-.V 

0<n<Ar- 1.   The DCT is derived below from the DFT of    By changing the summation variable in the right-hand term 
a 2iV-point even extension of A:(«). 

Lelyin) be a 2Ar-poLit even extension o(x(n) defined by: 
noting that WJ^ = 1 for integer/«,and factoring out W2J , 
we have 

yin) = (I) 

(2) 

*(«), 0<n<N-l 

x{2Nn-l),     N<n<2N-\. 

Then 

y{2N-n- \) = y(n). 

Fig. 3(a) shows an example of a signal x(n), and Fig. 3(b) 
shows the corresponding even extension ot x(/j) as defined in 
(1). Because of the minus 1 on the left-hand side of (3),.v(«) 
is not even about N and, therefore, will not have a real DFT, as 
we shall see below. 

The DFT of^(n) is given by 

Yik)= W;** '£ xin) (Wl\ W'l1* + U'f.f W^111,      (5) 

The expression in (5) may be written in two ways: 

)'(*)= >V2*'i 2  £  .fl'.Kos --—. 

0<k<lN- I   (6) 

or 

fc/2 Y(k)=W^i 2 Re 

.nk YW^jr1 y{n)WX (3) 

v-i 

I 
»l«0 

0<k :N- I. (7) 
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»»(>•) 

0 M-1 

U) 

29 

obtaüied by taking ihe 2iV-point DFT of the original sequence 
x{n) with N zeros appended to it, multiplying the result, by 
W*!?, then taking twice the real part. The latter method has 
been the one in common usage [4]. 

B. Inverse DCT 
Again, we shall derive the inverse DCT (IDCT) from the 

inverse DFT (1DFT). The 1DFT of y(^) is given by 

r(n) 1    1/V-l -nk 

Lnl 
M«)-- I mwrN

K. 2N *-0 

0 N-1 N 2N-1     n 

(b) 

1.(0) »(N -1) 
» 

1.(01                  »(N-1) ( 
'.(i)       mar ' 

i < 
will »(2) 

IT 
i 

Since ^(n) is real. Yik) is Hermitian Symmetrie: 

Y{2N - k) = Y\k). 

Furthermore, from (7), it is simple to show that 

YiN) = 0. 

Using (12) and (13) in (11), one can show that 

(ID 

02) 

(13) 

y{n)=l-Rt Äl'mH^]. 
t-i 

0<n<2N- 1.   (14) 
(0 

Fig 3. (a) Original signal x{n). 0<n<N-\. (b) A 2/V-poinl even 
extension of x(«), y(n). (c) Division of ^(n) into .ts even and odd 
parts v{n) and w{.n). 

By defining the DCT of x(n) as 

N-i              ir(2/J+l)A:      n^,^h,    ,      (a\ 
C{k) = 2 £ x{n)cos - — ,     0<k<N-l,     l»! 

n»0 
2^ 

we have, from (6) and (8), 

Yik)*W$2C{k) 

or 

C{k) = Wtf Yik) 

and, from (7) and (9a), 

C(k) = 2 Re 
L      /i«o J 

(9a) 

(9b) 

(10) 

Substituting (9a) In (14) and using (1), we have the desired 

IDCT 

1 Tacn   /v'-, 7r(2n+ 1)*1 x(»)-i[£f^EiCWco.-iF-J, 
0<n<N- 1.   (15) 

Equations (8) and (15) form a DCT pair. Given C(fc), *(n) is 
retrieved by first computing Yik) using (9a), then taking the 
2^-point complex 1DFT implied by (14), which results in 
>»(«) and, hence,.*(«). 

111. FAST COSINE TRANSFORM (FCT) 

A. Forward FCT 
We now show that the DCT may be obtained from the Ap- 

point DFT of a real sequence instead of i 2A^poinl DFT, 
resulting in a saving of 1/2. 

Divide the sequence v(n) into two/V-point sequences 

Equation (9) specifies the relationship between the DCT of a 
sequence and the DFT of the 2A-point extension of that 
sequence. Note that C(Jt) is real and Y{k) is complex. Yik) 
would have been equal to C(*) had the sequence v(«) been 
delayed by half a sample, in which casein) would have been 

truly even. 
Therefore, the DCT of jc(rt)may be computed by taking the 

ZA-point DFT of .>'(«). as in (3), and multiplying the result by 
W*jJ, as in (9b). From (10) we see that the DCT may also be 

3The DCT definition here is slightly dUferent from other definitions 
141 mainly in the relative amplitude of C(0) to that of „iher terms; 
also, we do not use an orlhonotmali/ing factor. The range on * .s he 
same here as in the literature; however, in this paper we '^11 also make 
use of COV), which, from (8), is equal to zero always since the cos.ne 

term is zero for k = N. 

vin) = yi2n)      1 

win) = yi2n+ 1)J 
0<n<N-I (16) 

where vin) and win) are the sets of even and odd points in 
_,-(/,). respectively. Fig. 3(c) shows how this division takes 
place in the given example. Note that each of vin) and win) 
contain all the original samples of x(«), and that win) is 
simply the reverse sequence of vin). In fact, from (2) and 
(16), one can show that 

win) = viN-n- I),     0<n<N-\. 

Substituting (16) in (3), we have 

vin) WIN  * 
• 0 "'0 

Yik)*±  vin)WlnN
k + Z  win)wi% 

{2n*l)k 

(»7) 

(18) 
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Substituting (17) in (18), noting thufWffl'W 
ranging terms, and using (9), one can show that 

iV   > rear- 

C(k) = 2 Re W 0<k<N- 1. 

(19a) 

The difference between (19a) and (10) is the use of WN in- 
stead of ^v in the summation, andy('0 instead oi x{n). 
The result i that one can now compute the DCT from an 
Appoint DF1 instead of a 2iV-point DFT. Equation (19a) may 
be rewritten as 

C{k) 
N-i 

2 V"   "(")cos 

>l-0 

ff(4n-*- 1)A: 
0<k<N- 1, 

(19b) 

which gives an alternate defintion of the DCT in terms of the 
reordered sequence u{n) [compare (19b) with (8)]. 

The sequence t;(«)c"an be written directly in terms o{x{n): 

v(ii) 

'x(ln). 

L-rCA' -:«-1), 

(20) 

where [fl| denotes "integer part of a." Therefore, ü(H) is ob- 
tained by taking the even points in x(n) in order, followed by 
the odd points in their reverse order. Note that (20) applies 
for any value of A', odd or even. 

The specification of the FCT is now complete; the compu- 
tational procedure is given in Section II1-B. We simply note 
here that since V(II} is real, its A-point DFT can be computed 
from the (A72)-point DFT of a complex sequence (see the 
Appendix). 

B. Invent' FCT 

The idea here is to compute v{n) from the DCT first, then use 
(20) to obtain *(/;). Substituting u(n)=}'iln) in (14), we 
have 

term in brackets. Denote the imaginary part by C((*:) and the 
whole complex number by Cc{k), where 

Cc(Jt) = C(A) + jQ(*) = 2 WZN Vik). (23) 

then 

vik)-±w;k
Ncc(k). (24) 

We first need to determine C^k). Using the fact that Vik) 
is Hermitian symmetric 

K(A - Jt) = V*ik), (25) 

one can show, using (23), that 

CC{N - k) = -/C*(it) = - [C, (*) + jCik)]. (26) 

From (23) and (26), we conclude that 

cm=-C(N - k) 
and 

Cc(k) = C(ifc) - jC{N 'k) = 2W!N Vik). (27) 

(Note that one can take advantage of (27) in (23) for com- 
puting Cik) since one can compute C^k) and C{N - k) simul- 
taneously.) From (27), we have 

V(k)*\w;*[m-iC{N-k)l     0<k<N-l.    (28) 

V(k) is computed from (28) for Q<k<,NI2, then use (25) 
for k>NI2. In computing K(0), one needs the value of 
C(N), which, from (9b) and (13), is seen easily to be equal 
to zero 

i     ry(0)   y'-i 

uin)*± &{-—*£   Y{k)W, 
*»     L -     *•' 

/*]. Q<n<N- 1. 

(21) 

Equation (21) indicates thai rCO can be computed using an 
.V-point complex IDFT instead of the 2.V-poinl complex IDFT 
implied by (14). However, the number of computations is 
still about twice that used in the forward FCT. We now show 
that the inverse FCT can, in fact, be computed with the same 
number of computations as the forward FCT. The method is 
to compute Vik) from C(A). then compute the IDFT of V(k) 
to obtain ein). 

Equaiion (19a) can be rewritten as 

C(A.) = Rel2lv'4\r(/t)| (22) 

where V(k) is the DFT of v{n).  To compute V(k) from C(*) 
in (22) we need also a knowledge of the imaginary part of the 

C(/V) = 0. 

After computing V{k), v(n) is obtained as the IDFT 

vin)*l-ZVMW*nk- 

(29) 

(30) 
N k'O 

It would seem that (30) again requires an /V-point complex 
IDFT. However, in the Appendix we show how the IDFT 
of a Hermitian symmetric sequence can be computed using 
an (A/2>point complex IDFT, the same as in the forward 
FCT. 

We are now ready to specify the complete procedure for 
computing the FCT and the inverse FCT. 

FCT Procedure: Given a real sequence x(n), 0 Ot <. A - 1. 
1) Form the sequence t'(n) from (20). 
2) Compute V{k),0<k<,iV - 1, the DFT of v(n). 
3) Multiply V{k) by 2 exp(-/r^/2A0. From (27), we see 

that the real part will be C(A:) and the negative of the imagi- 
nary part will be CW - k). Therefore, the value of k is varied 
in the range Q<k< [/V/2|. 

IFCT Procedure: Given the DCT C(*), 0 < * < Ar - I, and 
C(iV) = 0. 

1) Compute K(ifc) from (28). 
2) Compute the IDFT of V(k), v(n\ 
3) Retrieve x{n) fiom v(n) using (20). 

C. Computational Considerations 

Since most researchers have some form of the DFT available 
on their computers, the FCT and IFCT procedures given in 

qs 
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the previous sectio'-        be implemented easily. Furthermore, 
the procedure is qi neral and may be used for any value 
of JV.  We have also 'rat thejV-point DFT of y(«) and the 
./V-point IDFT of Y^kj c-n be computed from the (JV/2>point 
DFT and (Ar/2>point IDFT, respectively, of some complex 
sequence. For a highly composite value of ./V, one can, of 
course, use the FFT to great advantage. Maximum savings 
ao.rue when iV is a power of 2. in the latter case, if one makes 
use of the fact that the sequence is real, the total number of 
computations for the FCT or the 1FCT is on the order of 
iViogj N, the same as in (1). The major difference here is 
that we do not require a specialized algorithm. 

In computing C{k) from (27) one first takes the JV-point 
DFT of v{n), and therefore one needs a table of sines or 
cosines where the unit circle is divided into yV equal segments. 
However, multiplying afterwards by H'*^ requires a table 
where the unit circle is divided into 4JV segments. Since k is 
in the range 0 < * < A' - 1, the /V values of sines and cosines 
are all in the firs; quadrant. This point is made to emphasize 
the fact that the DCT of a sequence of length N requires an 
exponential table four times as large as that required for an 
jV-point DFT. 

IV.   TWO-D'MENSIONAL FAST COSINE TRANSFORM 

In this section we present results analogous to the 1-D case 
given in Sections II and III. We show how the DCT of a 2-D 
real sequence {xinl,n2),0Kni «SJV, - 1, 0<n2 ^yVj - 1} 
can be computed using an (A^, X;V2)-point real DFT instead 
of the (2^, X 2N2)-po\nt real DFT required in the traditional 
method, resulting in a saving of 1/4. Since the methods used 
here are similar to the 1-D case, no detailed derivations will be 
given. 

A.  Two-Dimetisional DCT and I DCT 

In a manner analogous to the 1-D case in (I), define a 
(2^! X 2jV2)-point even extension of ;<:(«,,«j) in the n, 
and «2 directions: 

»l f 
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Fig. 4. An example of a 2-D OV, X /Vji-point sequence and iis (2;V, x 
2A'2)-point even extension. Hero, ^1=3 and A^ " 4. The sample 
values are given numerically in the figure. The four seqia-nces defined 
in (39) in the text are indicated in the figure as folio*- filled circles, 
fCil.nj); triangles, »!(«!./i;); squares, »'2(11,t2). "f-"11 circles, 
K'jt'M.'ij). 

where 

•V.-l   N,-\ 

(?(*,,*2)«4 YL    H   J:(n,,«:)cos 
1. -0 n,«0 

ff(:»i + 1U-. 
2NX 

cos 
7r(2n; + 1)A:2 

0<kl <JV1 - 1,  0 < A.-2 < iVj - 1   (34) 

is the 2-D DCT of the sequence x(ni,«j). The co.nputation 
of C^k^ki) from either (32) and (33) or from (34) requires 
one to lake the DFT of a (2^, X 2A-2 )-point real sequence. 

From (32)-(34), one can show thai Kf*,,^) has the fol- 
lowing properties; 

V 
y{ni,n2) = '{ 

yinulNi -n2 - I); 

0<H1 <A1 - I, 0^n2 <N2 - 1 

A, <«, <2Ar, - 1, 0<n2<N2-l 

0<nl<Nl- I,       N2<n2<,2N2 - I 

^yilNt -/i, - l,2iVj -n2 - 1);     /V, <«, < 2A, - 1,  N, <n2 <i2X2 - I. 

(31) 

Fig. 4 shows an example where /V, = 3 and N2 =4; the num- 
bers in the figure are the sample values. Note that the number 
of samples in yin^t^) is 4^,^, i.e., four times that in 
J:(W1,/J2).

4
 The 2-D DFT of>■(«,,«2) is defined by 

2N, -I   2.\1-l 

n, «0     n,«0 

From (31) and (32), one can show that 

Yikt,k2) K':*,/JH':*l/2C(it,,*a) 2/V. 'JAT, 

(32) 

(33) 

In the m-D case, the number of samples in the extended sequence 
^("i.' " " ."m' 's 'm times the number of samples in x(ni. • )■ 

Yi2Nl -k^lNt -*j)=K*(it1,)t2) 

^(2^, -*1.0)=K*(*1.0) 

K(0,2A'2 -*j)=y"(0.fc2) 

Y(Nl,k2)=Y(k„N2) = 0. 

(35) 

The first three equations constitute the Hermitian symmetric 
properties in 2-D, and they arc derivable from (32) for real 

>■(«,,«2). The last equation in (35) is analogous to (13) in 
1-D, and is a consequence of the particular type of even sym- 

etry of >-(«,, AJJ). Substituting (35) in the equation for the 
.DIDFT 
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j        l/V.-l  2^,-1 

(36) 

one can show that the 2-D IDCT of C(it,, itj) is given by 

,       iV,-l^-l 

Wiini,nJ) = v(Nl -n, - l.n,) 

H'2(/i1,/ij) = y(n1,A^i -nj - 1) (40) 

»V3(/jl.«j)^y(Ar
l -n, - l.iVj -«j - 1). 

Let J/'(*,,tj)bethe2-D(/V, X/Vj>point DFTofwCn,,«,): 

NiN* *,.o k^o 

^(2/7,+!)*,        7r(:«j + l)/tj 
■ cos  —. cos 

/"i*! i.,ni*i 
(41) 

2^, 2^: 
(37) 

where 

Then, by substituting (40) and (39) in (32), and using (33), 
one can show that 

c'(*i,*iH 

''CCO.OM, *, =o, *j =o 

C(*,,0)/2. *, ^0, itj =0 

C(0,*2)/2, *, =0, Ar2^0 

La*,,*,). A:, ^0. A:2^0. 

(38) 

.*(«,,«j) may be computed using a 2-0(2^, X 2Ar2)-point 
IDFT. 

B. Two-Dimensional FCT and IFCf 

The corresponding fast algorithms in the 2-D case are ob- 
tained in a manner analogous to the 1-D case. We divide 
yini.nj) into four (iV, XjVjJ-point sequences, starting with 
the four points at (0, 0), (1,0), (0, 1), and(l. Irrespectively, 
and taking every second point after that.5 The four sequences 
are then given by 

vini^2)=y(2nu2n2) 

*'i{n\,n1)=y{2nl + l,2n:) 

Wj(/JI,n2)= v(2«1,2n, + 1) 

W3(ni,n2) = yi2ni + l,2n2 + 1) 

C(*l, Arj) = 2 Re {^ [w1'Ni Vik,, k2) 

*K^y(kx,N2-k2)]} 

orequivalently, 

Cikuk^'lReiW^lW^JVuki) 

+ ^;^. -*..*:)!}■ 

From (42), it is simple to show that 

(42a) 

(42b) 

Af, - 1 /V, - I 

C(kuki)*A V    £   v(,h.n2)cos 
n."0 n,"0 

rr(4n| + \)kl 

2N, 

■ cos 
Jr(4Aj3 + 1)A;2 

(43) 

(39) 

vinl,n2) = ^ 

'xiZnulni); 

x{2Nl - lnu- l,2«j): 

x(2n,,2^2 -2n2 - 1): 

^x{2Nx - 2/i, - l.2Af2 - 2n2 - 1), 

It is clear from (42) and (41) that C(*,,X:2)can be computed 
using an (yV, X Appoint DFT instead of a (2^, X 2N2)- 
point DFT, resulting in a saving of 1/4. 

The only remaining step is how to obtain «(«^rtj)directly 
from JT^I, , n2) instead of using (39). One can show that 

o<Wl<[^r-i].       o<.2<[^ri] 
r^i + ii f'Vj - n 
-y- <H, <N[ - 1,  0<«2 < -^T— 

(44) 

where OO/j < A, - I and 0 <ri2 < A2 - 1. In the example 
in Fig. 4 note how each of the sequences in (39) contains ail 
of the samples in x(ni,n2). but in a reordered fasluon. From 
(39) and (31), one can show that 

5In the m~D case, y(>ii,--,nm) is divided into 2'" sequences, 
starting with eich of the 2m con.cn of the unit m D cube, from 
(0, 0. • • • , 0) to (I. I, • ■ • . 1). jnd (akinj! every second point alter that. 
The sequence thai begins at Ui.i2. ■ ■ ■ ,/,„) where each ik * 0 or I. is 
defined by>(2n, ♦•/,, 2^2 +/2, • • ■ . 2nm +/m). 

<yv, -1, 

The 2-D IFCT of OA:,,^) is obtained by first computing 
V{k{.k2) from C{kl,k2). In a manner analogous to the 1-D 
case, we define a complex quantity Cc(Jt,./tj) by not taking 
the real part in (42a), and then show that 

Clf(*l.*j)»C(*t,*j)-/C0V1    *,.*,). (45) 

Find Cr*(iV, - A:|.,V2 - *:2). then add and subtract the result 
(rom Cc{ki.k2). The answer can be shown to reduce to 

,-* ^i.M^^vi^'v; ((a*,.*,) 
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-C(/V, -it,.^, -ifc2)l 'i[C(Nl -kuk,) 

where 0< it, <yvl - 1 and 0<*j <^i - 1. However, since 
Viki.ki) is Hermitian sj'mmetric, one need compute only 
half the values in (46). In performing the computations, one 
need* the fact that 

C(^1.Jtj) = C()tl../V2) = 0,     alU.and*,, (47) 

which can be shown to be true from (33) and (35), cr from 

(43). 
After K(/ti, Jtj) is computed from (46) and (47), i;(n,,/ij) 

is evaluated from the 1DFT 

/»I^J *,.0*1-0 

(48) 

(«) = .(:«)    \„^  ^N 
v 0 < /) < - - 

(n) = ü(2n+l)J       '     - 

iT(k) 

iT(f-l.) 

VI k) 

iv(J-k) 

(b) 

Fig. 5. (a) Supplementary flowgraph for compuung the TFT of a re«! 
sequence. The computation in the figure is performed for 0 < * < 
\NH\. (b) Supplementary flowgraph for computing the 1FFT of a 
Hermitian symmetric sequence.   The computation is performed for 

The sequence x(«i,/J:) is then retrieved from !>(«,,Hj) by 
using (44). 

V. CONCLUSION 

We showed how the DCT of an Appoint sequence may be 
derived from the DFT of a 2yV-point even extension of the 
given sequence. Then, we presented a fast algorithm (FCT), 
first developed by Narasimha and Peterson [7], which allows 
for the computation of the DCT of a sequence from just an 
Mpoint DFT of a reordered version of the same sequence, 
with a resulting saving of 1/2. Therefore, one can use existing 
FFT software to compute the DCT. For N a power of 2, the 
number of computations is comparable to that reported by 
Chen et ai [ 11, who used a specialized algorithin. 

The FCT algorithm in this paper is more general than that of 
[7] in that N may be odd or even. Also, an algorithm was 
developed here for computing the inverse FCT using the s*me 
number of computations as in the forward method. 

The method was then extended to the 2-D case, where a 
saving of 1/4 was achieved. The method can be generalized 
to compute an w-D DCT using an m-D DFT, with a saving 
of 1/2'" over traditional methods that use the DFT. 

APPENDIX 

DFT AND IDFT FOR A RKAL SEQUENCE 

Let v(n),Q<n<N- 1 be a rca/sequence, where vV is divis- 
ible .by 2. We wish to compute the DFT of t>(«), V{k),Q<, 
k^N- 1. using an /V/2-point DFT. Except for the flow- 
graphs in Fig. 5, the procedure given below is well known (see, 
for example, [6]). 

DFT Procedure 

1) Place the even and odd points of v(n) in the real and 
imaginary parts, respectively, of a complex vector /(«) = 
fÄ(n) + /^(«).wh«re 

2) Compute the Ar/2-point DFT of t{n), T{k), 0<*< 
A72 - 1. 

3) Compute V(k) from T{k) using the formula (5) 

1. (A-l) 

V{k) 

jwK
N-mk)-r (A-2) 

The computations in the last step can be made more efficient. 
From (A-2), one can write 

'•(f-HhHH 
^•^4 T(k)-  T^yk (A-3) 

Given T{k), Fig. 5(a) shows the flowgraph [5] that imple- 
ments (A-2) and (A-3) to compute V{k). Note that the values 
of V{k) are computed two at a time. Therefore, the value 
of k in Fig. 5(a) should range between 0<A:< 1A74]. The 
other values of V{k), k>NI2, may be obtained by noting 
that V(k) is Hermitian symmetric. There are two points in 
V{k) that are real and require no multiplication. They are 

K(0) = Re [1(0)1 + 1m [T{0)\ 

vl^\=Re[nO)] -Im [7(0)1. 

Also, if iV is divisible by 4. one can show that 

(A-4) 

f )-(!)■ 
Given a Hermitian symmetric V(k), 0^k<N- 1, we wish 

to compute the JDFT, ü(W), 0 < n </V ■ 1 ■ From (A-2) and 
(A-3), one can easily solve for T(k) and r*(A72 - k). The 
resulting equations can be implemented using the flowgraph 
in Fig. 5(b). The IDFT procedure is, then, as shown in the 
following. 
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JDFT Procedure 
1) Compute r(it) from K(fc) using the flowgraph in Fig. 

5(b), where the range of k in the figure is 0 < * < [Nfi]. 
2) Compute the (Ar/2>point IDFT of T{k), tin), 0<n< 

{Nil)- 1. 
3) i;(n) is obtained from f(n) by using (A-1). 
Finally, if A' is not divisible by 2. one c.n compute the DFT 

of two separate sequences using the same method given above 

[6]. 
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AM  QffiEDDED-COÜE MULTIRATE SPEECH TRANSFORM CODER 
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ABSTRACT 

In embedded multirate speech coding, it Is 
deaired to have a transmitter/receiver system that 
operates efficiently over a wide range of channel 
transmission rates. We are currently investigating 
a system based on adaptive transform coding of 
speech, in which we code and transmit the system 
parameters and the discrete cosine transform (DCT) 
coefficients of the fullband linear prediction 
residual waveform. The multirate property of the 
system is achieved by allowing the channel to 
discard some of the bits generated by the high data 
rate transmitter. Stripping off bits results in an 
absence of DCT components, which the receiver 
regenerates by a spectral duplication method. An 
inverse DCT at the receiver yields the time domain 
residual waveform to be used as input to the linear 
prediction synthesis filter. The lowest data rate 
achievable by the «"stem is about 2.5 kb/s, in 
which case the system t educes to a narrowband LPC 
pitch-excited voccder. 

1. INTRODUCTION 

In multirate speech coding schemes, it is 
desired to have a transmitter/receiver system that 
can operate over a wide range of channel 
transmission rates. With the added constraint of 
embedded coding, the channel is allowed to discard 
some of the transmitted bits at each frame to 
achieve lower data rates. Such a system lends 
itself well to a packet-switched communication 
network (such as the ARPANET), where traffic 
congestion would be alleviated by lowering the data 
rate. 

In this paper we describe a hybrid 
linear-prediction transform-coding system that can 
operate in the range 2500-16000 b/s, with inputs 
bandlimited to 3.33 kHz and sampled at 6.67 kHz. 

2. SYSTEM DESCRIPTION 

Taking linear prediction (LP) as the basic 
method of spectral envelope representation, we code 
and transmit (i) the system parameters (LPC 
coefficients, gain, pitch, and pitch coefficient), 
and (ii) the discrete cosine transform (DCT) 
coefficients of the LP residual, using a modified 
adaptive transform coding (ATC) scheme [1]. A 
block diagram of the system is shown in Fig. 1. 

At each frame, the codes representing the 
system parameters are transmitted first.  These 

INPUT 
SPEECH 

TW.SFCIW INVERSE I' 

la) Trsntmittar 

TWKSfOIW 
DECODE» 

HtfiN u SYNTHESIS 
FILTES 

1 

PITCH      I 
EXCITAW- 
GENEMTOa. 

OUTPUT 
SPEECH 

(bl P.«e«j.v«r 

Fig. 1 Block diagram of multirate speech transform 
coder. 

codes are then followed by the codes representing 
the DCT components. The transmitter always 
operates at the same fixed bit rate; it is the 
channel's function to discard seme of the 
transmitted bits to alleviate traffic congestion. 
Thus, the maximum data rate of 16,000 &/s is 
achieved when the DCT of the fullband residual is 
transmitted. The minimum data rate achievable by 
the system takes place when all the codes 
representing the DCT components are suppressed by 
the channel and only the system parameters are 
transmitted. In such a case, the receiver becomes 
identical to that of a narrowband pitch-excited LPC 
vocoder operating at 2500 b/s. 

Intermediate data rates are achieved by 
stripping off bits from the high data rate system. 
Stripping off bits results in the suppression of 
low-amplitude frequency components and/or 
high-frequency components. This aspect of the 
system will be explained in Section U. Here, we 
point out that, at the intermeJiate data rates, the 
receiver regenerates the missing frequency 
components to restore the fullband DCT. An inverse 
DCT yields the time-domain residual waveform which 

101 



bl' b0 ■> [20 log^ClJ/^)]^  ,       i.U^l      (2) 

IJ    used    aa 
f.Uter. 

Input    to    the    all-pole LP sytitheais       and 

It ia worth mentioning here that the 
transmitter Itself can strip off bits prior to 
transmission in the same manner as is done by the 
channel. Thus, when a system la first turned on, 
the initial bit rate need not be high and traffic 
congestion can be avoided. Note that tho receiver 
does not need to know where in the system the bits 
were discarded. 

One salient feature of the above described 
system is that It is a frequency-domain baseband 
coder. It has the flexibility that the width of 
the baseband can vary in time, depending on the 
number of bits retained by the channel at each 
frame, thus accommodating various bit rates without 
affecting the analysis, done at the transmitter and 
without the use of lowpass filters. Also, the 
advantage of transmitting the DCT of the residual 
ia that the latter has a flat spectral envelope; 
It lends itself well to our previously developed 
methods of high-frequency regeneration by spectral 
duplication [2]. Once a flat-spectrum excitation 
signal la derived from the received baseband, the 
synthesis filter yields an output spectrum that la 
close to the spectrum of the input signal. 

The LP synthesis filter also helps smooth the 
frame-boundary       discontinuities caused by 
frequency-domain quantization (time-domain 
aliasing). In fact, unlike ordinary ATC schemes, 
we have found that no overlap between frames la 
necessary when we use the DCT of the residual. 

Finally, a further advantage of the 
frequency-domain approach la the gain in 
signal-to-noise ratio afforded by ATC over APCM of 
speech. We have shown previously [1] that taking 
the DCT of the residual appropriately rather thae 
that of the speech signal achieves the same gain in 
signal-to-noise ratio. 

3.  TRANSFORM CODING 

ATC of speech has been described in detail in 
the llteratur« ll,*}* Here we review It briefly, 
mainly to point out the places where our 
lmpleaiemv,atlon differs fro« that of others. An 
important step in ATC, bit allocation, requirea a 
spectral model for the speech signal. The model we 
are currently using la given by 

t/|H(w)l  a 1/[|A(w)IIP(w)l] (T) 

in which lA(w)l ia the magnitude of the DFT of a 
9th order LP Inverse filter derived fron the speech 
signal, and lP(w)l ia the magnitude of the DFT of a 
one-tap pitch inverse filter derived from the LP 
residual. Prior to bit allocation, the spectral 
model given in (1) la weighted to achieve a noi.'ja 
spectrum,, jdth a  deaired  envelope  given  by 

done in [4]. The bit allocation 
quantization of the weighted 

of the speech signal on • 
It can be described by means of 

r2Y~ l/lA(w)rT, aa la 
process ia In fact 
spectral  model 
logarithmic seal«. 

such that 

« raax(0, [bj* ß] } 

N - 
I bl " B 

i»l 1 

(3) 

(4) 

where R^ represents the value of lH(w)l at the 
discrete set of frequencies w^ bg is the average 
number of bits per sample (B/N), N is the number of 
DCT points, B is the total number of available bits 
per frame, S is the quantization step size in 
decibels,  b^ is  the  (fractional)^ allocated 
codelength in bits at frequency w1, and b^ is the 
integer codelength corresponding to b1. In (3), 
the symbol L-l denotes taking the integer value 
nearest to the argument and the max{*) function is 
used to prevent the allocation of negative 
codelengths. The adjustment constant ß in (3) is 
varied iteratively until the condition in (4) is 
satisfied. 

An important aspect of the quantization scheme 
given in (2) ami (3) is the choice of step size S. 
Traditionally, the "6 dB per bit" rule has been 
used, i.e., S=6.02 dB. However, the increase in 
signal-to-quantization-noise ratio for the optimal 
bj-bit Max quantizers [5] used in quantizing the 
DCT coefficients ranges from 4.4 dB to 5.8 dB for 
bits in the range 01b.^5. Therefore, ideally, one 
should perform the bit allocation with unequal 
quantization steps. For simplicity, we have kept 
the uniform quantization in (2) with a compr.Mise 
value of S=5 dB, and found this scheme to yield a 
higher signal-to-noise ratio than the case with S=6 
dB. 

In the system we are presenting here, we 
perform the bit allocation over the total signal 
bandwidth and transmit the DCT components of the 
fullband residual. The initial quantization 
accuracy is determined mainly by the total number 
of bits used at each frame, the step size S, and 
the value of Y for noise shaping. However, the 
accuracy and/or bandwidth of the received DCT 
components is further affected by the number of 
bits discarded by the channel. This last point is 
the subject of the next section. 

4. EMBEDDED CODING 

As mentioned in Section 2, the transmitter 
transmits at each frame a block of bits, which is 
divided Into two major parts. The first part 
contains the bits representing the system 
parameters and the second part contains the bits 
representing the DCT components. It is assumed 
that the channel strips off olts starting at the 
end of a block, thereby discardirig bits that 
represent DCT components. The codes representing 
the DCT components are arranged in a certain order 
prior to transmission. This ordering determines 
which bits get discarded. To study the tradeoff 
between the number of transmitted bits, the 
quantization accuracy, and the number of received 
frequency components, we investigated three 
ordering techniques. In all three techniques, to 
be described below, we assume that the receiver 
decodes the system parameters and performs the bit 
allocation as was done at the transmitter. This is 

the following equatlona: 
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.•Standard practice In ATC. In addition, we require 
f.hat the receiver know how many bits are received 
nach frame so that It knows1where the next frame 
begins. This last piece of information is passed 
along by the channel itself. 

The first bit-ordering technique we 
investigated is the simplest: the codes are 
arranged by order of increasing frequency. When 
the channel strips off bits from the end of each 
block, the high-frequency components are discarded 
first. The remaining codes represent a low 
frequency portion of the total bandwidth referred 
to as a baseband. As in a baseband coder, the 
receiver regenerates the missing high-freouency 
components. We use the method of high-frequency 
regeneration (HfR) by spectral duplication, which 
is explained in Section 5. 

In the second ordering technique, the DCT 
codes are broken down into individual bits. The 
bits are then grouped together by order of 
significance, with the most significant bits in the 
first group and the least significant bits in the 
last group. To explain this grouping method, let 
us assume that the bit allocation produces 
codelengths between 1 and 5 bits. Therefore, the 
receiver expects to see 5 groups of bits. The 
first group contains the most significant bit of 
all 5-bit codes (in order of increasing frequency). 
The second group of bits contains the next moat 
significant bit of all 5-bit codes and the most 
significant bit of all U-bit codes. And so on, all 
the way to the last (5th) group of bits which 
contains the least significant bit of all the 
codes. When the channel strips off bits, the first 
bits to be discarded are the least significant 
bits of each transmitted code, resulting in 
decreased quantization accuracy. For example, a 
DCT component originally coded into 3 bits will be 
decoded by means of the 2-bit decoding table if its 
least significant bit has been dropped. 

In the third ordering technique, the codes are 
grouped together according to their length. Thus, 
the receiver expects to see 5 groups of codes, with 
the first group containing all 5-bit codes, the 
second group all 4-bit codes, and so on, with the 
last group containing all 1-bit codes. 

The second and third ordering techniques 
described above are more complex than the first, 
since they require arranging the data in the order 
of decreasing codelength. Informal listening tests 
have shown that the quality of the reconstructed 
speech when using the baseband-coder approach (the 
first ordering technique) is superior to that 
obtained by the second and third techniques. In 
general, our experience has been that the details 
of the low-frequency components of speech are 
perceptually more Important than those at high 
frequencies. Thus, the task is to find a good 
compromise, at a given bit rate, between baseband 
width and quantization accuracy. At present, we 
feel that the first technique is giving the best 
overall speech quality for bit rates in the range 
6.4 to 9.6 kb/s. We have not compared the three 
techniques at bit-rates above 9.6 kb/s. However, 
It is worthwhile pointing out here that we ai'i; 

seeking one aingla technique that will pen-form 
uniformly well over the whole range of data rates, 
because we are excluding the possibility of 
changing the coding algorlthai while the systen is 
In operation. 

We 
methods 
spectrum, 
systems 
spectral 

b.   HIGH FREQUENCY REGENERATION 

have presented elsewhere [2] new HFR 
based on duplication of the baseband 

In particular, we presented time-domain 
that perform spectral duplication by 
folding and by spectral translation. We 

also presented a frequency-domain system [1] that 
performs HFR by spectral translation of the 
baseband. The principle of the method is based on 
the fact that, in the adaptive transform baseband 
coder, the baseband DCT components can be easily 
duplicated at higher frequencies to obtain the 
fullband excitation signal. Our present HFR method 
alms at duplicating, as closely as possible, the 
original fullband DCT of the residual, while 
accommodating the variable baseband width aspect of 
the present multlrate system. The method is as 
follows. 

The transmitter assumes a (fixed) nominal 
baseband width of 1000 Hz. Thus, the simplest 
spectral translation method would be to duplicate 
the region from 0 to 1000 Hz onto the regions from 
1000 to 2000 Hz and from 2000 to 3000 Hz. In 
addition, to lock the high-frequency interval into 
place, by exploiting the quasi-harmonic structure 
of the speech spectrum, we shift the baseband 
around Its nominal position and correlate it with 
the corresponding original DCT components that are 
In the region 1000 to 2000 Hz. The 
cross-correlation is done at the transmitter where 
the original DCT of the fullband residual is 
available. The same process la repeated for the 
next frequency band. Short lags from -3 to «-4 
spectral points are considered. (The total 
bandwidth la 128 points.) The optimal location la 
then chosen to be at the positive maximum value of 
the cross-correlation. Thus. we require an 
additional 3 bits of side information for each of 
the two high-frequency bands. The additional 6 
bits are transmitted along with the system 
parameters. 

At the receiver, the decoded baseband is 
translated up, starting at 1000 Hz (and 2000 Hz for 
the next band) and is moved further by a small 
amount as Indicated by the 3-blt HFR cod«. 

In practice, there are three deviations from 
the simple algorithm described above. The first is 
that the first few XT components, starting at d.c. 
and up to half the pitch frequency, are not 
duplicated onto the high-frequency bands, nor are 
they considered in the correlation method described 
above. Second, we found that spectral flattening 
of the baseband at the receiver prior to HFR 
improves the speech quality. The third deviation 
from the algorithm is due to the fact that the 
received baseband is seldom eqi"1 to 1000 Hz. In 
fact, it varies from fram« to frame. We have 
devised certain modifications to the method to deal 
with that problem appropriately. 

103 

■ v***-',i^l^'**»"ir _„,,_, --.y...-;,, ■*-_„■ ^'•■mt^.- 

 .     _J    



6.  RESULTS 

Wo perfonned a large numSor of experiments to 
study the tradeoffs between all the interacting 
aspects of the system described in this paper,  Wa 
summarize our results briefly below. The basic 
system is governed by an already existing ARPANET 
LPC vocoder operating with a frame size of 19,2 ns, 
i,e.,   128   points,   and   transmitting   9 
log-area-ratios   each   frame    coded    into 
5,5,5,t,!»,4,3,3,   and  3  bits,  respectively. 
Together with pitch and gal. , the system parameters 
require a total of 48 bits. Thus, the basic LPC 
vocoder operates at a bit-rate of 2500 b/s. In 
addition, we require 4 bits for the pitch tap and 6 
bits for the HFR codes,  bringing  the  side 
Information to 58 bits per frame. The remaining 
bits, which determine the total bit rate, are used 
to code the DCT coefficients. W« investigated the 
following aspects of the system. 

a. Initial Quantization Accuracy. To study the 
interaction between quantization accuracy and 
the number of received DCT components at a given 
data rate, we coded the fullband DCT at an 
average of 2, 2.25, 2.5, and 3 bits per sample. 
In our experiments, there was no maximum limit 
on the bit rate for the fullband case, although. 
In practice, the system will be operated at 9.6 
kb/s or below. 

b. Noise Shaping. We usüd various values of Y 
ranging between 0 and 1. Clearly, for y oloser 
to 1, the available bits are spread mere evenly 
in the frequency range, resulting in a larger 
number of received DCT components at a given bit 
rate, at the expense of coarser quantization in 
the low-frequency region for voiced sounds. 

o. Embedded Coding. We simulated the three 
ordering techniques described in Section 4 and 
evaluated informally the speech quality obtained 
with each. For each technique, we optimized the 
system in terms of the total fullband rate and 
the value of Y aa In (a) and (b) above. 

d. High-Frequency Regeneration. As described In 
Section 5, the transmitter assumes a nominal 
baseband width for which it computes the HFR 
codes. W« investigated the use cf 3-bit and 
2-bit HFR codes, and the use of a nominal 
baseband width of 800, 900 anc! 1000 Hz. 

For each choice of tha above described 
parameter settings we tasted the system at 9.6 
kb/s, 7.2 kb/s and 6,4 kb/s, although, in 
principle, the data rate can b« set by the channel 
to an arbitrary value. All tests wore done with 5 
male and 5 female sentences. Our present choice of 
a good compromise system operating uniformly well 
over the desired data rates Is one where we code 
the fullband PCT of the residual at an average of 
1.95 bits per sample, I.e., where the maximum bit 
rate is 16 kb/s. The value of Y la 0.9, and the 
embedded coding technique is the first (baseband 
coding), with a nominal baseband width of 1000 Hz i 
and 3-bit HFR codes. The data rates of 9.6, 7.2 
and 6,4 kb/s are achieved by keeping at each frame 
124, 80, and 65 bits, respectively, out of the 

maximum total of 250 bits. The average width o 
the received baseband for the three cases Is 140C 
870, and 670 Hz, reapeotively. 

At present, we feel that the above describe 
system is providing us with very good speec 
quality at 9,6 kb/s, good speech quality at 7. 
kb/s, and reasonable quality at 6,4 kb/s. Th 
problem at bit rates of 6,4 kb/a or below is tha 
the received baseband becomes too narrow, whic 
results in appreciable roughness in the code 
speech and some "thuds." Also noticeable at 6,- 
kb/s, especially for female voices, is th' 
reverberant quality of the reconstructed speech. 

7.  CONCLUSION 

We presented in this paper a simple anc 
effective embedded- code multirate speech transforx 
coder. In going to a frequency-domain approach, wt 
feel that we have accrued several advantages over 
time-domain coding schemes. Some of these 
advantages are: the ease with which spectral 
noise-shaping and quantization accuracy can be 
controlled, the case with which the coda can be 
embedded for multirate operation, and the ease with 
which high-frequency regeneration can be done for 
effective voice excitation. Our plans for the 
future include testing the use of a 3-tap pitch 
predictor, going to a 256-point block size, i.e,, 
grouping two 19.2 ms frames together for transfonr 
coding purposes, and, in general, Improving the 
speech quality at 6,4 kb/s. Finally, we also plan 
to implement the system on the FPS array processcr 
AP-120B for real-time operation. 
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ABSTRACT 

We report on the initial developnent 
of a phonetic vocoder operating at 100 
b/s. With each phoneme, the vocoder 
transmits the duration and a single pitch 
value. The synthesizer uses a large 
inventory of diphone templates to 
synthesize a desired phoneme string. To 
determine a phoneme string from input 
speech, the analyzer takes into account 
the synthesis model by using the same 
inventory of diphone templates, augmented 
by additional diphone templates to account 
for alternate pronunciations. The phoneme 
string is chosen to minimize the 
difference between the diphone templates 
and the input speech according to a 
distance measure. 

1. INTRODUCTION 

There are many applications for 
digital speech transmission and speech 
playback that require very low data rates 
on the order of 100 b/s. In strategic 
communications, having a very-low-rate 
(VLR) capability would allow low power 
communications to avoid detection. 
Alternatively, it would allow sufficient 
power per bit to reliably "burn through" 
jamming networks. under extreme 
atmospheric conditions or in highly 
shielded environments, only VLR 
transmission may be is possible. The same 
technology also supports speech storage 
for later playback using space comparable 
to that required for text. This would 
permit the storage of much larger amounts 
of speech in small devices than previously 
possible. A VLR vocoder would also allow 
the transmission of spoken messages using 
much the same mechanism now used for 
computer mail systems, without requiring 
high data rate connections to the computer 
and large amounts of file storage. 

In this paper, we first describe a 
study  performed  to  investigate the 
feasibility of a vocoder that operates at 
75-100  b/s.  After briefly discussing the 
results of this study, we report on the 
status  of a current project involving the 
implementation of a VLR vocoder. 

2. FEASIBILITY STUDY 

In order to assess the feasibility of 
a phonetic vocoder, we undertook, in 1976, 
a short study in which we approximated the 
conditions of a 75-100 b/s phonetic 
vocoder [1]. 

The first question we asked ourselves 
was: "What should be the transmission 
units of a VLR vocoder?" We argued then 
that the transmission unit must be on the 
order of a phoneme. At an average 
speaking rate of about 12 phonemes per 
second, simply transmitting phonemes 
requires about 60-75 bits. Adding just 
the barest amount of intonation 
information (3 bits total for each phoneme 
duration and a single pitch value) brings 
the rate up to 100 b/s. Even if the 
transmission units used by such a vocoder 
were not phonemes per se, the spectral 
difference between any two units would 
necessarily be on the order of the 
difference between phonemes. Henre, 
errors in such a vocoder would directly 
cause a loss of intelligibility, since 
changing a phoneme could change the 
meaning. 

The  basic  phonetic vocoder that we 
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Vocoder. 
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implemented is shown in Fig. 1.  Usin<3 ^ 
Acoustic-Phonetic    Recognizer    (APR) 
component of the HWIM Speech Understanding 
System [2] as the phoneme analyzer,  we 
produced  a  set of phoneme strings with 
associated durations and pitch values  to 
be  transmitted to a phonetic synthesizer. 
The transmitted pitch values  specify a 
piecewise linear  function (linear during 
each phoneme).  The function is determined 
by minimizing the weighted squared error 
between  the  linear  function and  the 
original pitch track.  The synthesizer 
used was Dennis Klatt's gynthesis-by-rule 
program [3].  The test was not performed 
under  optimal conditions;   neither  the 
analyzer nor the synthesizer were designed 
for phonetic vocoding,  nor were  they 
completely compatible with each other. 
However, we felt that the results derived 
would still be useful. 

To  start, we chose a  subset of 
sentences on which  the APR  P«^™^ 
better   than  average,  wi"»  Phoneme 
recognition rates ranging from 65%-9b«.  A 
two-way conversation, in which one siae 
was vocoded by this simulation system and 
the other was a natural voice, was played 
to a panel of listeners.  The panel was 
asked to transcribe the vocoded  side of 
the conversation.  The primary result was 
that sentences in which 80% or more of the 
phonemes were correctly recognized by the 
APR   were   transcribed  with  little 
difficulty by the panel.  Those sentences 
that contained more errors .were largely 
unintelligible.  A second important «suit 
was that a very rough phoneme duration, 
and a heavily quantized single pitch value 
for  each phoneme,  were sufficient to 
preserve the original intonation. 

We concluded, therefore, that for a 
phonetic vocoder operating at 100 b/s to 
be useful, it must have a P^tic 
recognition rate of at least 80% and 
natural phonetic synthesis. Below, we 
describe our first effort at designing 
such a system. 

3. DIPHONE VOCODER 

We have recently begun working on a 
Phonetic vocoder that is designed to 
transmit intelligible speech at an average 
rate of about 100 b/s. The block diagram 
for this vocoder is the same as for the 
experimental system shown in Fig. 1. The 
vocoder extracts and transmits a sequence 
of phonemes. It also transmits the 
phoneme durations and a single pitch value 
for each voiced phoneme in order to 
preserve the intonation in the input 
speech. However, the phonetic analysis 
lid synthesis components of this vocoder 
have been changed from that of the 
experimental system. The basic unit that 
we  have chosen for use  In both the 

analyzer and synthesizer is the diphone. 
A diphone is defined as the region from 
the middle of one phoneme to the middle of 
the next phoneme. The diphone is a 
natural unit for synthesis because the 
coarticulatory influence of ^ P^* 
does not usually extend much farther Jian 
half way into the next phoneme. Since 
diphone junctures are ofte" n *J 
articula:-ory steady states, ^inun^ 
smoothing is required between adjacent 
diphones. Also, the difficult task of 
representing phoneme transitions by 
acoustic-phonetic rules is avoided. 

Below, we describe the diphone 
synthesis and diphone analysis components 
of the phonetic vocoder. At the P^sent 
time, both programs are being designed for 
a single speaker. 

3.1 Diphone Synthesis 

Since the design of the analyzer 
depends critically on the synthesizer 
mill, we shall discuss the synthesizer 
first.  Fig. 2 shows a block diagram ot 
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SEQUENCE OF DIPHONE TEhPlMES 
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CONCATENATION. 
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1 
CONCATEHATED-iARPEC 
DIPHONE TEMPUTES 

SMOOTH IMG 
'.ACROSS DIPHONE 
BOUNDARIES) 

SEOUEJCE :F SPECRAL 
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(LPC. L06-AREA-RATI0S: 

PARAMETRIC 
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RECONr.TRUCT 
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TRACKS 

SE3UENCE OF SPECTRAL 
PARAMETERS 
(LPC, COEFFICIL.TS) 

SEQUENCE 
OF GAIN, 
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L=C CSEFFS; GAIN 
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t t T 
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SYNTHESIZED 
SPEECH WAVEFORM 

Fig. 2 Diphone Synthesis method. 

The  phonetic 
the  transmitted 

to 

the synthesis program. 
synthesizer   [4]   uses 
phonemes, durations and pitch values,  t 
produce  a  sequence of control parameters 
(LPC parameters,  voicing,  pitch,  g*1"' 
cutoff   frequency   [5,6])   for  an LPC 
synthesizer.  These parameters are  stored 
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in a  large  inventory of templates - one 
for each diphone.   A template contains, 
ffor elch 10 ms frame, the LPC parameters 
HI  a value of gain.  The LPC Parameters 
**■*       stored  as Log Area Ratio  (LAR) 
"ammeters  since thele are used directly 
bv  the  diphone  synthesis program.  The 
diphone inventory has 5«en selected  to 
account  for  many  of  ^. .J"009^ 
coarticulation effects  in English.   in 
oarti-ular, the diphone template inventor; 
ff  chowA  to  differentiate  between 
oJevocalic and postvocalic ailophones of 
llZvlnts.  to amount for changes in vowel 
color  conditioned by postvocalic l^^ids, 
to allow exact specification of voice 
onset'Se, and to "permit the ^thesis of 
alflttal   stops,   alveolar   flaps,   ana 
Vfvllic        consonants.    The   diphone 
templates are extracted from a carefully 
instructed set of short utterances.  The 
current St" diphone synthesis inventory 
is approximately 2650 diphones. 

The first step in the synthesizer is 
to translatl the" input phoneme sequence 
into a diphone sequence. In some cases, 
there are multiple diphone templates for a 
sing!e phoneme pair. The template used is 
determined by the surrounding phonetic 
context Each of the diphone templates is 
wlrped in time so that the input phoneme 
d^tion requirements are satisfy.  The 

^fa'tl"' Ine astfcitr of the phoneme 
^ransilion region.  Next,  the  program 
mo^s100 beSeen,  consecutive  diphone 
templates to minimize gain and  fP®«rai 
discontinuities.  The smoothing algorithm 
is desiqned to preserve  the  onginax 
iaramete?  tracks intact where possible. 
Continuous pitch tracks are reconstructed 
h^liSear interpolation of the sequence of 
singiePitcS values, one for each phoneme 
ISS cutoff frequency and voicing flag for 
each frame are determined by rule from the 
kernes being synthesized  The resulting 
continuous parameter  tracks   (specified 

eSSry 10 **)     ace used t0 contro1 an LPC 
speech synthesizer. 

3.2  Diphone Analysis 

^th^s-Sr r^siSr a^t^rk^f 
Se    Ä^es  It thrSripee 
e^^L^^^^^L^orflim 1 

network  is'shown  in Fig.   3.    There are  two 
types      of      nodes:    phoneme      nodes .    *"„ 
spectrum    nodes.    The phoneme "odes   (shown 
aa labelled    circles)     correspond    to    the 
T^rUinKs    of     the    phonemes;   there   is one 

InTnoll  fo    each phoneme.    These phoneme 
nodes 1« connected by di?hone     templates. 
nuue»   ,.   , ».«m^ia»-o    Ts  represented   in 
Each    JiPh*"«    tef l!2ue n5e    5f    spectrum t-ha    network       aS       a       setjuenv,c       «-»^ c- 
nodes "shown as dots).  When two or more 

Fig. 3 Example of Diphone Template Network 
for Four Phonemes. 

=on.«utir .P-ctr,  in  th.  -l,in.l 

diphone """Pi"' fti-gle spectrum node 

labelled phonen,e J"""*1"*- *"* pitpj u 
Pig. 3,  the diphone  template Pi <"    * 
diltinot '^.^.Jtf ^ 'dijS; of "he 
""' =? PI ^?he ne«otk alloJs foe two or 
Se/t^rüte 1o^ from one phoneme ^o 

Ä^ 'tllö;^ the' specification of 
"Phone, in context.  ^J   d only by 

IT"%" the" temriete P2-P4/SP3 can be 
different from the unconditioned  template 

S:'sir-ber::^ ss-"!np t 
templates  >-"°,: Hi stance measure. 

tiuSrocedu^e wtü'suffer minimally fro. 
phoneme recognition errors. 

The  network  matche 
programming algorithm wh 
find  the  sequence  of 
network that best matches 
basic operation of the 
updating each "theory" by 
the newest input frame, 
of a detailed account of 
input frames is aligned 

r uses a dynamic 
ich attempts to 
templates  in the 
the input. The 

program begins by 
the addition of 

A theory cot sists 
how a sequence of 
with the network, 
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along 
corre 
more 
with 
is  r 
theor 
input 
node 
each 
that 
disca 
where 

with a  total  score  for  that 
*1~J1        qince the program allows spondence.  since cne *"■";*  a-Manpd 

than one inpit frame  to ^e aligned 
a sinqle ?pectrum node, each tneory 
eolacid by at least two new 
^s one that corresponds to the new 
^^ame being aligned with the same 
as the previous frame,  and one  for 
Sf the nodes immediately iollo^inq 

most recent node. The program then 
Til    all but the best n theories, 
n is fixed. 

To decide  on  the  phonemes  to 

tie %£*» =="espo„din<, to this cojnoj 

JSUrvl 5 a'fe- S^iheori« for each 

oroqram will find tne 91    ~.Z     ,. J*r,-\ * ^o 

ii£ h^t4^^%^!t;|j 
cne i"t'u . b qiven a maximum delay 
program can aiso oe yj-vo _J„^„„ <f fhe ?.r».t« «hieb £«=..; ä,=UionUoth. 

transmission delay ex"ea55.. * ,_.iv-»E to 
These two features all°« ,f ^^^"than 
operate in a continuous mode, rather 
on one sentence at a time. 

The   spectral   distance  ^asure 

ÄV-'t« AUS Ei=u 
9r sr-tj". lArrnrti^A 

Sth« distance measures will be used as 
needed. 

3  3    Network Generation  and Training 

each diphone. 
The analyzer  allows  the ^searcher  to 

train the net^ °archeT^uiäll the 
interactively. ^.""^„ct phoneme 
tnatcher    through      the      ^^ P

aligned 

use     the     alignea     »f«:^ input     is 
^i-tfall^iS^nt J o^ Seg on    of 

forrrs^^g"6^-^.- ^ "complete 

templates. In this way, the network will 
eventually contain a variety of different 
acoustic realization, for each diphone. 

4.  SUMMARY 

we  have  described  the  init^1 
experimentf and curpt work leading to 

S^net^r S thft operates^t around 
100 l/s. The diphone synthesizer for a 
single speaker is complete and, 9^ the 
correct phoneme sequence produces h ghly 
intelliqible speech. An initial version 
of the diphone analyzer has been designed 
and implemented, but will n««3 «xt«^^e 

training before conclusions can be drawn. 

Finally, once the ^^VtTJevel 
of the VLR vocoder 1S .0Pecf in<3 ^f igthle of performance sufficient for njelligible 
communications, it would al^^^om^^ 
to the design of more advanced automatic 
speech recognition systems. 
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